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Abstract

For a graph H, the Ramsey number R(H) is defined as the minimum integer m such
that any edge coloring of Km in two colors contains a monochromatic subgraph H. The
extremal number ex(n,H) for an integer n is defined as the maximum number of edges in
a graph on n vertices that does not contain H as a subgraph. Both definitions are based
on the existence of a fixed subgraph H. In this thesis, we summarize various results of a
similar type that replace the existence of H with the existence of any subgraph from a
class of graphs with certain minimum degree properties. Furthermore, we introduce the
notion of the minimum degree Ramsey number RD

r (n), defined as the minimum integer
m such that any edge coloring of Km in r colors contains a monochromatic subgraph
H with δ(H) ≥ n. With the help of a coloring algorithm from Klein and Schönheim
[KS92], we determine

RD
r (n) =
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√
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√
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1 Introduction

1 Introduction

In this thesis, we handle results from two prominent areas of graph theory. The first one
is extremal graph theory. Extremal graph theory deals with the question of how global
assumptions about a graph, for example about the average degree or the chromatic
number, force the existence of a concrete subgraph. In the simplest form, extremal
graph theory asks how many edges a graph on a fixed number of vertices must contain
to guarantee the existence of a given subgraph. The second branch called Ramsey
theory raises a superficially similar question: What structures must be found in a graph
if it is big enough? The basic question is how large does a complete graph have to be
such that any edge coloring in a fixed number of colors contains a given subgraph. The
common factor in both areas is the existence of the given subgraph. In this thesis we look
into what happens if we do not require the existence of a fixed subgraph, but instead
just require the existence of any subgraph from a class of graphs that is defined by
some minimum degree based properties. There are various approaches in the literature
on how to exactly define such “minimum degree based properties” that yield different
interesting results. Based on that, we structure the thesis into three main sections, two
which summarize results from the literature alongside explanations and insights and one
which introduces new concepts alongside extensive proofs. Furthermore, we summarize
all basic definitions needed to understand this thesis in Chapter 2.

In Chapter 3, we summarize results that focus on the existence of subgraphs with
some kind of restriction regarding their minimum degree in an extremal graph theory
setting. We start by mentioning basic results that yield the existence of subgraphs
classified by their minimum degree. In Section 3.2, we calculate the number of edges
a graph on n vertices may have that guarantees the existence of a (true) subgraph of
fixed minimum degree. In the following section, we look into full subgraphs where the
required minimum degree scales with the order of the subgraph. Finally we mention
relatively full subgraphs, where the minimum degree for each vertex in the subgraph
must be at least a fraction of the degree in the original graph.

The next Chapter summarizes results of a Ramsey type where we look for the ex-
istence of monochromatic subgraphs with minimum degree restrictions. For the quasi
Ramsey number in Section 4.2, there must exist a subgraph of order at least k whos
minimum degree must not be smaller than a fraction of its order. In the next section this
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1 Introduction

requirement is strengthened in fixed quasi Ramsey numbers by requiring the subgraph
to have order exactly k. Furthermore, we look into full subgraphs in a Ramsey type
fashion by defining the co-fullness as fullness of the complement of a graph. The last
section of this chapter deals with k-cores which are very closely related to the minimum
degree Ramsey number that we define in the next chapter.

Finally, we introduce new results and definitions in Chapter 5, alongside explaining
some current results with greater detail. There are two main parts, the first is on
bipartite quasi Ramsey numbers, where we replace the complete base graph in quasi
Ramsey numbers by a balanced bipartite base graph. The second part introduces the
notion of the minimum degree Ramsey number RD

r (n), which is inspired by the quasi
Ramsey number. We drop the requirement of the subgraph having a certain minimum
order and just look for a subgraph with minimum degree at least n. Here, we first look
at the two colored case for r = 2, where we calculate tight bounds. For the multicolored
case with r ≥ 2, we use an algorithm from Klein and Schönheim [KS92] that we explain
in detail. Finally, an implementation of the algorithm of Klein and Schönheim that
prints every intermediate step can be found in the Appendix.
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2 Definitions

2 Definitions

In this chapter, we introduce all basic notations and definitions concerning graphs which
are used throughout the thesis. For most of the thesis, we are sticking to the definitions
and notations of the book “Graph Theory” by R. Diestel [Die12], with some minor
additions if necessary.

2.1 Basic Definitions

A graph is an ordered pair G = (V,E) where V is a finite set of so called vertices and
E ⊆

(
V
2

)
a set of unordered pairs of elements of V called edges. For simplicity, an edge

{x, y} is abbreviated by xy. The notation V (G) refers to the vertex set of the graph G.
The order of a graph G, denoted by |G|, is the cardinality of the set V (G). Analogously,
E(G) refers to the graphs edge set whereas the number of edges in E(G) is the size of
the graph G, denoted by ‖G‖. A graph is always simple, undirected, and finite unless
specifically mentioned otherwise. Graphs can be depicted in diagrammatic form as a set
of dots for the vertices, joined by lines or curves for the edges.

We define G′ = (V ′, E ′) to be a subgraph of a given graph G = (V,E) if V ′ ⊂ V and
E ′ ⊂ E. This subgraph relation will be denoted as G′ ⊂ G, we say that G′ is contained
in G. If G′ is a subgraph of G on the vertex set V ′ and G′ contains all edges xy ∈ E with
x, y ∈ V ′, then G′ is an induced subgraph, denoted by G′ = G[V ′]. The union G̃ = G∪G′

of two graphs G = (V,E), G′ = (V ′, E ′) is defined as G̃ := (V ∪ V ′, E ∪E ′). The union
is called disjoint if the vertex sets V , V ′ are disjoint.

For a graph G, the complement is denoted by G = (V ,E). The complement G shares
the same vertex set V = V but the edge set consists of all edges that are not in E, i.e.
E = {xy ∈

(
V
2

)
| xy /∈ E}.

If {u, v} ∈ E(G), these two vertices share an edge or are joined by an edge and are
said to be adjacent or neighbours. For a given v ∈ V (G), the set of all its neighbours
is denoted by N(v). For a fixed v, this implies that v /∈ N(v), i.e. v is no neighbour of
itself. The closed neighbourhood N [v] is N(v) ∪ {v}. If v ∈ e for a vertex v ∈ V and an
edge e ∈ E then v is incident in e. For an edge e = xy, the two vertices x, y incident in
e are called its endpoints or ends. If a vertex v is deleted from V , all its incident edges
are removed from E as well.
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2 Definitions

The degree of a vertex v ∈ V (G) is the number of edges that end in v and is denoted
by d(v). For simple graphs, the degree of v is the size of its neighbourhood N(v). For
a subgraph H, we define dH(v) to be the number of edges that start in v and end in
H. The maximum degree of G is ∆(G) := max{d(v) | v ∈ V (G)}. Analogously, the
minimum degree of G is δ(G) := min{d(v) | v ∈ V (G)}. A vertex is called isolated if
it has degree 0. If all vertices of a given graph have the same degree k, the graph is
called k-regular or just regular. A set of vertices in which all vertices are pairwise not
adjacent is called an independent set. The order of a largest independent set in a graph
is denoted by α(G), the independence number.

A graph G on n vertices is called complete, complete graph or Kn if any two different
vertices are adjacent. If any two vertices in a graph on n vertices are not adjacent, the
graph is an empty graph En. If the vertex set of a graph can be partitioned in two
non-empty sets A and B such that A and B induce an independent set, the graph is
called bipartite. If ||A| − |B|| ≤ 1, the bipartite graph is balanced. Kn,m denotes the
complete bipartite graph with independent sets A and B of sizes n and m, where every
vertex in A is adjacent to every vertex in B. A walk is a sequence v0, e1, v1, . . . , vk
of vertices vi and edges ei such that for 1 ≤ i ≤ k the edge ei has endpoints vi−1
and vi. The length of a walk is its number of edges. A path is a graph Pk = (V,E)

with vertex set V = {v0, . . . , vk}, vi 6= vj for i 6= j and i, j = 0, . . . , k and edge set
E = {v0v1, v1v2, . . . , vk−1vk} where k indicates the length of the path, i.e. the number
of edges. A path on k vertices is called a k-path. The vertices v0 and vk are linked or
connected by P and called the endpoints or ends of P. A cycle C is formed by a path
and an extra vertex vk+1 that is adjacent only to v0 and vk, i.e. C = ({vo, . . . , vk} ∪
{vk+1}, {v0v1, v1v2, . . . , vk−1vk} ∪ {vkvk+1, vk+1v0}). The length of a cycle is the number
of its edges, a k-cycle is a cycle on k vertices called Ck. A graph is acyclic if it contains
no cycle. An acyclic graph is called a forest. A tree is a connected forest. Every vertex
of degree one in a forest is a leaf.

We define the distance between two vertices in a graph as the number of edges in a
shortest path connecting them. If no such path exists, the distance is defined as infinite.
For any cycle C, we define the k-th power Ck to be a graph that has the same vertex
set, where two vertices are adjacent if their distance in C is at most k.

A graph G is connected if any two vertices in G are linked by a path. A vertex that
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2 Definitions

A complete graph K10 An empty graph E10 A cycle C10

A path P7A complete bipartite graph K5,5 A power of a cycle C3
10

Figure 1: Examples for special types of graphs.

disconnects the graph upon removal is called a cut vertex. A graph G on at least k + 1

vertices has connectivity κ(G) = k if it is k-connected for k ∈ N, i.e. after the removal
of any k − 1 vertices, the graph is still connected. A connected component of a graph is
a maximal connected subgraph. A separating cycle of a given graph G with k connected
components is a cycle in G such that G− C has more than k connected components.

A coloring of a graph G with k colors is a map c : V (G) −→ {0, . . . , k − 1} such that
for any vertex v ∈ V (G), c(v) yields its color. The set of all vertices of the same color
forms a color class. A proper coloring is a coloring in which each color class induces an
independent set. The chromatic number χ(G) is the minimum number of colors such
that G can be colored properly with that many colors. If the coloring is not proper, it
is called improper.

Analogously, an edge coloring of a graph G with k colors is a map c : E(G) −→
{0, . . . , k − 1} such that for any edge e ∈ E(G), c(e) yields its color. A proper coloring
is a coloring in which any two edges that share a vertex receive different colors. We
further define the edge chromatic number χ′(G) as the smallest k such that there is a

10



2 Definitions

proper k-edge-coloring of G, but no proper (k − 1)-edge-coloring. For a color b and a
vertex x in an edge-colored graph, let Nb(x) denote the neighbourhood of x in color b,
i.e. the set of vertices adjacent to x via an edge of color b. We define the edge-coloring
incidence matrix of a edge-colored graph G on n vertices in colors 1, . . . , r as an n× n
matrix M with Mi,j = i if and only if c(vivj) = i for an edge vivj ∈ E(G) and Mi,j = 0

if vivj /∈ E(G).

An edge contraction is an operation which removes an edge e from a graph while
simultaneously merging the two vertices u, v it used to connect. More specifically, u and
v are merged into a new vertex w where the edges incident to w each correspond to an
edge incident to either u or v. A graph H is a minor of another graph G if a graph
isomorphic to H can be obtained from G by contracting some edges, deleting some edges,
and deleting some isolated vertices. The order in which a sequence of such contractions
and deletions is performed on G does not affect the resulting graph H.

A random graph G(n, p) is defined as a complete graph on n vertices where each edge
is deleted independently with probability 1 − p. We say that almost every G(n, p) has
some property if the probability that G(n, p) has this property tends to 1 as n → ∞,
where p = p(n) may vary as a function of n.

We define a hypergraph H as a pair H = (V,E) where V is a set of vertices and E is
a set of non-empty subsets of V of size at least two called hyperedges. A hypergraph is
k-uniform if all its hyperedges contain k vertices each, so they have size k. An edge e in
a hypergraph H is colored properly if there are two vertices x1 and x2 in e of different
color. The hypergraph chromatic number χ(H) is the minimum number of colors such
that every hyperedge e ∈ E(H) is colored properly.

2.2 Ramsey Numbers, Extremal Numbers and Related

Definitions

The density of a graph G on n vertices is defined as ‖G‖/
(
n
2

)
. A full subgraph of a graph

G of density µ is anm-vertex subgraphH of minimum degree at least µ(m−1). Let f(G)

denote the largest number of vertices in a full subgraph of G, i.e. the order of the largest
subgraph H of G such that H has minimum degree at least (‖G‖/

(
n
2

)
)(|H| − 1). If µ

(
n
2

)
is a non-negative integer, define f(n, µ) := min{f(G) | |V (G)| = n, |E(G)| = µ

(
n
2

)
}.
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2 Definitions

A subgraph H of a graph G is co-full if V (H) induces a full subgraph of G. Equiva-
lently, an induced subgraph H of a graph G with density µ with |H| = m is co-full if H
has maximum degree at most µ(m− 1). We define g(n) to be the largest integer m such
that G has a full subgraph with at least m vertices or a co-full subgraph with at least m
vertices, i.e. g(G) = max{f(G), f(G)}. We further set g(n) = min{g(G) | |V (G)| = n}.

We define a subgraph H of a graph G to be relatively q-full if dH(v) ≥ qdG(v) for
every v ∈ V (H).

For a graph G of density µ, we define the positive and negative discrepancy of G as
disc+(G) = maxX⊆V (G)(‖X‖ − µ

(|X|
2

)
) and disc−(G) = maxX⊆V (G)(µ

(|X|
2

)
− ‖X‖). We

then define the discrepancy of G as disc(G) = max{disc+(G), disc−(G)}. To determine
how “random like” G is, we say that G is (µ, j)-jumbled if, for every X ⊆ V (G), it holds
that ‖X‖ − µ

(|X|
2

)
≤ j|X|.

The Ramsey number R(n) for a integer n is defined as the minimum order m of Km

such that any edge coloring of Km in two colors contains a monochromatic copy of Kn.
For any given integers p and q, R(p, q) is defined as the minimum order m of a complete
graph Km such that any coloring of the edges of Km in red and blue contains either a
red Kp or a blue Kq. Likewise, for two graphs H and I, R(H, I) is the minimum order
m such that any edge-two-coloring of Km contains either a red copy of H or a blue copy
of I.

We generalize this notation in the following way. For any real number γ ∈ [0, 1],
define the quasi Ramsey number Rγ(n) as the minimum order m such that any two-
coloring of the edges of Km contains a monochromatic subgraph H of order at least
n with δ(H) ≥ γ(|V (H)| − 1). The cases for γ = 0 and γ = 1 are special, since
R0(n) = n and R1(n) = R(n). The fixed quasi Ramsey number R∗γ(n) is analogously
defined as the minimum order m such that any two-coloring of the edges of Km contains
a monochromatic subgraph of order exactly n and δ(H) ≥ γ(|V (H)| − 1).

Similarly, we define the bipartite quasi Ramsey number Rbip
γ (n) to be the minimum in-

tegerm such that any edge two-coloring ofKbm
2
c,dm

2
e contains a monochromatic subgraph

H of order at least n with δ(H) ≥ γ|V (H)|/2.

We want to classify graphs based on their minimum degree, thus we define for any
n ∈ N the class Dn as the class of all graphs with minimum degree at least n. This

12



2 Definitions

1 2 3 4 5 6 7

Figure 2: An example of a 2-degenerate graph.

definition implies that Dn+1 ⊂ Dn. For any class of graphs D and any integer r ≥ 2,
we define the minimum degree Ramsey Number RD

r (n) as the smallest integer m such
that any r-coloring of Km contains a monochromatic subgraph G with G ∈ Dn. We may
omit r by defining RD(n) := RD

2 (n).

A graph G is called q-degenerate if there exists an left to right ordering of the vertices
V (G) such that each vertex sends at most q edges to the right, an example can be seen
in Figure 2.

A packing into a graph G is a set of graphs Gi for i = 1, . . . , k such that there exist
injective mappings of the vertex sets Vi = V (Gi) into V (G), Vi → V , where the images
of the edge sets do not pairwise intersect. If any edge of G is contained in a edge set
Ei = E(Gi), the packing is called a perfect packing. A matching M in G is a set of
pairwise non adjacent edges of E(G). It is maximal if any edge in G has a non-empty
intersection with at least one edge in M . A decomposition of a graph G is a collection of
subgraphs M1, . . . ,Mk on the same vertex set as G with E(M1) ∪ . . . ∪ E(Mk) = E(G)

where e ∈ E(Mi) implies e /∈ E(Mj) for j 6= i.

Furthermore, we define for a given family of graphsH the extremal number as ex(n,H)

:= max{‖G‖ : |G| = n, H 6⊂ G ∀H ∈ H}. If H = {H}, we write ex(n,H) instead of
ex(n,H). A graph is called extremal with respect to H if H /∈ G for all H ∈ H and
|G| = ex(n,H).

2.3 Big O Notation

Because of the asymptotic nature of our results, we use big O notation as in Table 1 to
simplify.

13



2 Definitions

Notation Description Limit Definition

f(n) = o(g(n))
f is dominated by g asymp-
totically

limn→∞
f(n)
g(n)

= 0

f(n) = O(g(n))
|f | is bounded from above
by g

lim supn→∞
|f(n)|
g(n)

<∞

f(n) = Ω(g(n))
f is bounded from below by
g asymptotically

lim infn→∞
f(n)
g(n)

> 0

f(n) = ω(g(n))
f dominates g asymptoti-
cally

limn→∞ |f(n)g(n)
| =∞

f(n) = Θ(g(n))
f is bounded above and be-
low by g asymptotically

f(n) = O(g(n)) and
f(n) = Ω(g(n))

f(n) ∼ g(n)
f is equal to g asymptoti-
cally

limn→∞
f(n)
g(n)

= 1

Table 1: Big O notation used in this thesis.
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3 Summary of Extremal Graph Theory Type Results

3 Summary of Extremal Graph Theory Type Results

In this chapter, we summarize results regarding the existence of minimum degree re-
stricted subgraphs that are of a extremal graph theory type flavor, i.e. which global
assumptions and restrictions about a graph yield the existence of any subgraph from a
class of subgraphs defined by certain minimum degree requirements. Most of the results
are taken from literature, excluding some easy results which are proven directly.

As an introduction, we give a quick overview of basic extremal graph theory in Section
3.1, starting with theorems of Mantel [Man07] and Turán [Tur41]. We further explain the
relation of the extremal number ex(n,H) and the chromatic number χ(H) as shown by
Erdős and Stone [ES+46]. Finally, we present a result from Diestel [Die12] that yields
the existence of subgraphs with minimum degree that is dependent on the chromatic
number of the original graph.

In Section 3.2, we present tight results for ex(n,Dk), the maximum size of a graph G
of order n that does not contain a subgraph of minimum degree at least k. Furthermore,
we talk about a conjecture of Erdős, Faudree, Rousseau and Schelp [ELS92] on the
existence of true subgraphs with minimum degree at least k. We show the progress
made towards that conjecture by Mousset, Noever and Škorić [MNŠ17] in 2017 and the
final confirmation of the conjecture by Sauermann [Sau19] in 2019.

Section 3.3 focuses on results obtained by Erdős, Łuczak and Spencer [ELS92] and
extended by Falgas-Ravry, Markström and Verstraëte [FRMV18] on full subgraphs. Re-
call a subgraph H of a graph G with density µ is said to be full if δ(H) ≥ µ(|H| − 1).
The main focus is f(G), the order of the largest full subgraph of a graph G. There are
two kinds of results in this section, some focus on random graphs and almost surely hold
true asymptotically in the order of G. The others yield bounds on f(G) for all graphs
with fixed order and number of edges (f̃(n, s)) or fixed order and density (f(n, µ)). Fur-
thermore, we explain the relation between discrepancy and full subgraphs and how this
can be used to obtain better bounds on f(G). Finally, we mention some open problems
and further reading.

Further results that are related to full subgraphs can be found in Section 3.4, where we
summarize results on relatively full subgraphs. Introduced by Falgas-Ravry, Markström
and Verstraëte [FRMV18], in a relatively full subgraph the minimum degree of any
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3 Summary of Extremal Graph Theory Type Results

vertex has to be at least a fixed fraction of the degree of that vertex in the original
graph. The bounds in this section are very tight, which leaves little room for further
research.
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3 Summary of Extremal Graph Theory Type Results

3.1 Basic Extremal Graph Theory

We start with a quick introduction into basic extremal graph theory. Extremal graph
theory studies extremal (maximal or minimal) graphs which satisfy a certain property.
Extremality can be taken with respect to different graph invariants such as order, size
or girth. More abstractly, it studies how global properties of a graph influence local
substructures of the graph. It may be roughly subdivided into the two areas of “dense”
extremal graph theory and “sparse” extremal graph theory based on the proportion of
edges required related to the number of vertices. Classes of graphs where the number of
edges for each graph G = (V,E) grows at most linearly with the number of vertices are
called sparse graphs. For example, to prove the existence of given minors H in a graph
G = (V,E) it is sufficient to require linear growth of |E| in relation to |V |. In this thesis,
we are more interested in results for dense graphs since most results that tackle questions
about the existence of fixed subgraphs require quadratic growth of |E| in relation to |V |.
One of the first results here is a theorem by Mantel from 1907 [Man07].

Theorem 3.1 (Mantel [Man07]). If the size of a graph G of order n ≥ 3 is at least
bn2/4c+ 1, then G contains a triangle.

This result was generalized by Turán in 1941 [Tur41] which resulted in the famous
Turán Theorem. A Turán graph Tr−1(n) for integers n and r is defined as the unique
complete (r − 1)–partite graph of order n whose partite sets differ by at most one in
size. By the Pigeonhole Principle, it is easy to see that Tr−1(n) does not contain Kr as
a subgraph since in any set of n vertices at least two must be in the same partition class
and have no edge between them. The size of Tr−1(n) is denoted by tr−1(n). An example
for Turán graphs can be seen in Figure 3.

Theorem 3.2 (Turán [Tur41]). For all integers r ≥ 1 and n ≥ 1, any graph with n

vertices, ex(n,Kr) edges and Kr 6⊂ G is Tr−1(n).

In 1946, Erdős and Stone [ES+46] proved that adding only a small amount of edges
to Tr−1(n) yields the existence of many subgraphs isomorphic to Kr, by showing that
the resulting graph must contain a complete r-partite subgraph where each partition set
has order s. We denote such a graph as Kr

s .

Theorem 3.3 (Erdős and Stone [ES+46]). For all integers r > s ≥ 1 and any ε >
0, there exists an integer n0 such that every graph with n ≥ n0 vertices and at least
tr−1(n) + εn2 edges contains a Kr

s .

17



3 Summary of Extremal Graph Theory Type Results

(a) The graph T2(8) (b) Sketch of the graph T4(25)

Figure 3: Turán graph on eight vertices without K3 (a) and Turán graph on 25 vertices
without K5 (b).

Although the original proof did not use it, today Theorem 3.3 can be proven more
easily by using Szemerédis Regularity Lemma [Sze75], which states that every large
enough graph can be divided into subsets of about equal size so that the edges between
different subsets behave almost randomly. To understand the lemma that has much use
all throughout extremal graph theory, we need a few definitions. Therefore, let G be a
graph with vertex set V .

• Let X, Y be disjoint subsets of V . The density of the pair (X, Y ) is defined as:

d(X, Y ) :=
|E(X, Y )|
|X||Y |

where E(X, Y ) denotes the set of edges having one end vertex in X and one in Y .

• For ε ≥ 0, a pair of vertex sets X and Y is called ε-regular if, for all subsets
A ⊆ X, B ⊆ Y satisfying |A| ≥ ε|X|, |B| ≥ ε|Y |, we have

|d(X, Y )− d(A,B)| ≤ ε.

• A partition of V into k sets V1, . . . , Vk is called an ε-regular partition if for all i, j
we have ||Vi| − |Vj|| ≤ 1 and all except at most εk2 of the pairs Vi, Vj, i < j are
ε-regular.

Then we can state the Regularity Lemma as
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Lemma 3.4 (Szemerédi [Sze75]). For every ε > 0 and positive integer m, there exists
an integer M such that if G is a graph with at least M vertices, there exists an integer
k in the range m ≤ k ≤M and an ε-regular partition of the vertex set of G into k sets.

What makes Theorem 3.3 famous is a corollary, that can be derived from it, which
connects the chromatic number χ(H) of any graph H to the extremal number ex(n,H).

Corollary 3.5. For any graph H with at least one edge

lim
n→∞

ex(n,H)

(
n

2

)−1
=
χ(H)− 2

χ(H)− 1
.

This implies that we can asymptotically bound the number of edges in a H-free graph
on n vertices for any graph H solely based on the chromatic number χ(H). One could
think that we could use this result to prove an extremal number where, instead of
avoiding the existence of a fixed subgraph H, we try to avoid any subgraph from the
class Dk, the class of all graphs with minimum degree at least k for k ∈ N. This will
not work since Corollary 3.5 is applicable only for fixed graphs H, thus using it for any
graph H ∈ Dk (even if χ(H) = minH′∈Dk

(χ(H ′)) will not guarantee the non-existence
of subgraphs H ′ 6= H with H ∈ Dk. Still, there is a connection between the chromatic
number of a graph and the existence of a subgraph with certain minimum degree, as the
following Proposition shows.

Proposition 3.6 (Diestel [Die12]). Every graph G has a subgraph H with δ(H) ≥
χ(G)− 1.

Proof. Let [v1, . . . , vn] be an ordering of the vertices of G such that dG[v1,...,vi−1](vi) is
minimal in {v1, . . . , vi}. This is well defined and can be constructed iteratively. There-
fore, pick vn as a vertex with minimal degree in G, then pick vn−1 as a vertex with
minimal degree in G − vn and continue inductively until all vertices are picked. Define
l(G) as the smallest natural number k such that G has an ordering as above where every
vertex is incident in less than k edges to earlier neighbours, i.e. l(G) = min{k ∈ N | k >
maxi=2,...,n(dG[v1,...,vi−1](vi))}. By construction, we get that l(G) ≤ maxH⊆G(δ(H)) + 1.
On the other hand, for every H ⊆ G, we have that l(G) ≥ l(H) and l(H) ≥ δ(H) + 1

since in any ordering of H the number of earlier neighbours of the last vertex v is simply
dH(v) ≥ δH(v). Thus we get χ(G) ≤ l(G) = max{δ(H) | H ⊆ G}+ 1, which implies the
proposition.
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3.2 Subgraphs of Fixed Minimum Degree

In this section, we summarize results that find the maximum size s(n, k) such that there
exists a graph of order n that does not contain a subgraph with minimum degree at least
k, i.e. s(n, k) = ex(n,Dk). For this section, we call such a subgraph a “bad” subgraph.
The following Proposition yields the upper bound on ex(n,Dk) < (k−1)(n−k+2)+

(
k−2
2

)
.

Proposition 3.7. Every graph on n ≥ k − 1 vertices with at least

(k − 1)(n− k + 2) +

(
k − 2

2

)
edges contains a subgraph of minimum degree at least k.

Proof. Let the statement above be the induction hypothesis. For n = k−1, the induction
hypothesis is trivially true because there exists no graph on k − 1 vertices with the
required number of edges since(

k − 1

2

)
=

(
k − 2

2

)
+

(
k − 2

1

)
<

(
k − 2

2

)
+ (k − 1).

For any n ≥ k, given a graph with at least (k− 1)(n− k + 2) +
(
k−2
2

)
edges that does

not have minimum degree at least k, we can delete a vertex of degree at most k− 1. We
then obtain a graph with n− 1 vertices and at least

(k − 1)(n− k + 2) +

(
k − 2

2

)
− (k − 1) = (k − 1)((n− 1)− k + 2) +

(
k − 2

2

)
edges. Thus we can apply the induction hypothesis to find a subgraph of minimum
degree at least k.

Erdős, Faudree, Rousseau and Schelp observed in 1990 [EFRS90] that for each n ≥
k+1 there exist graphs on n vertices with (k−1)(n−k+2)+

(
k−2
2

)
edges that do not have

any subgraphs of minimum degree at least k on fewer than n vertices. To see that, we
define the wheel graph W (1, n) as a combination of K1 and Cn−1, whereas every vertex
in Cn−1 is connected to K1. Then, the minimum degree in W (1, n) is 3 but any proper
subgraph has minimum degree less than 3. More generally, we define the wheel graph
W (k − 2, n) = Kk−2 + Cn−k+2 for k ≥ 3 such that any vertex in Kk−2 is connected to
any vertex in Cn−k+2. The resulting wheel graph has minimum degree k, but no proper
subgraph of minimum degree at least k. Examples can be seen in Figure 4.
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We can fit this construction to our definition which includes all subgraphs, especially
G itself. Since any such wheel graph W (k − 2, n) has order n and size (n− k + 2)(k −
2) + (n − k + 2) +

(
k−2
2

)
= (k − 1)(n − k + 2) +

(
k−2
2

)
, we remove one edge from the

cycle to obtain a graph on (k − 1)(n − k + 2) +
(
k−2
2

)
− 1 edges that does not contain

a subgraph of minimum degree at least k, since any such subgraph can not contain a
vertex from the now incomplete cycle. This together with Proposition 3.7 implies

ex(n,Dk) = (k − 1)(n− k + 2) +

(
k − 2

2

)
− 1.

Figure 4: The wheel graphs W (1, 10), W (2, 11), W (3, 12) with minimum degrees 3, 4

and 5.

One may be inclined to ask questions about further properties of these subgraphs, for
example to impose a maximum order on the subgraphs that fulfill the minimum degree
requirement. Thus Erdős, Faudree, Rousseau and Schelp conjectured that adding a
single edge implies the existence of a subgraph H of minimum degree at least k that has
only a fraction of the order of the original graph G, i.e. |H| = (1 − εk)|G| for εk > 0.
They made first progress towards that conjecture in Theorem 3.8, where they show the
existence of a bad subgraph with order strictly smaller than ‖G‖, although not on a
fractional scale.

Theorem 3.8 (Erdős, Faudree, Rousseau and Schelp [EFRS90]). For the integer k ≥ 2,
let G be a graph with n vertices and (k − 1)(n − k + 2) +

(
k−2
2

)
+ 1 edges. Then, G

contains a subgraph H of order at most n− b
√
n/
√

6k3c with δ(H) ≥ k.

They were also able to determine the correct order of magnitude of the number of
edges needed in a graph of order n to ensure the existence of small subgraphs with
minimum degree k.
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Theorem 3.9 (Erdős, Faudree, Rousseau and Schelp [EFRS90]). Let the integer k ≥ 2

and 0 < ε < 1 be given. Then, any graph of order n and size dkn/εe has a subgraph H
of order at most dεne with δ(H) ≥ k.

More progress towards the conjecture was made by Mousset, Noever and Škorić in
2017 [MNŠ17], where they proved that one can remove at least Ω(n/ log n) vertices and
still find a subgraph of minimum degree k. The theorem holds vacously true for n = k+1

since there exists no such graph G as (k − 1)(n − k + 2) +
(
k−2
2

)
+ 1 =

(
k+1
2

)
+ 1 for

n = k + 1.

Theorem 3.10 (Mousset, Noever and Škorić [MNŠ17]). For k ≥ 2, let G be a graph on
n ≥ k+ 1 vertices and (k− 1)(n− k+ 2) +

(
k−2
2

)
+ 1 edges. Then G contains a subgraph

of order at most n− n/(4(k + 1)5 log2 n) and minimum degree at least k.

Finally, a more general Theorem by Sauermann in 2019 [Sau19] proved the conjecture.

Theorem 3.11 (Sauermann [Sau19]). Let k ≥ 2 and let 1 ≤ t ≤ (k−2)(k+1)
2

− 1 be an
integer. Then every graph on n ≥ k− 1 vertices with at least (k− 1)n− t edges contains
a subgraph on at most (

1− 1

max(104k2, 100kt)

)
n

vertices and with minimum degree at least k.

Theorem 3.11 implies the conjecture of Erdős with

εk =
1

max
(

104k2, 100k
(

(k−2)(k+1)
2

− 1
)) > 1

104k3

if we choose t = (k−2)(k+1)
2

− 1, since

(k − 1)n− t = (k − 1)n− (k − 2)(k + 1)

2
+ 1 = (k − 1)(n− k + 2) +

(
k − 2

2

)
+ 1.

Furthermore, Theorem 3.11 implies for t = 1 that every graph on n ≥ k − 1 vertices
with at least (k − 1)n− 1 edges contains a subgraph on at most(

1− 1

104k2

)
n

vertices with minimum degree at least k. This shows the presence of one additional edge
implies the existence of a subgraph with minimum degree at least k on (1− ε)n vertices
with ε = Ω(k−3) while the presence of (k − 2)(k + 1)/2 additional edges already gives
ε = Ω(k−2).
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The approach used by Sauermann [Sau19] to prove Theorem 3.11 is to iteratively
assign colors to some vertices such that for every color the subgraph remaining after
deleting all vertices of that color has minimum degree at least k. Then, she ensures that
sufficiently many vertices get colored while the number of colors is fixed, thus she can
find a significantly smaller subgraph with minimum degree at least k. The proof relies
on and extends the ideas of Mousset, Noever and Škorić from [MNŠ17] used in their
proof of Theorem 3.10.
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3.3 Full Subgraphs

A different approach on subgraphs with minimum degree restrictions was taken in 1992
by Erdős, Łuczak and Spencer [ELS92]. They introduced the notion of full subgraphs.
For them, a subgraph H ⊂ G on m vertices is “full” if each vertex of H has at least
d(m− 1)/2e neighbours, i.e. at least half of all possible neighbours. This definition does
not depend on the density of the original graph G and is thus in general not the same as
our definition of fullness that is used for f(G). Although, it is equivalent if and only if G
has density 1

2
. Remember, we define f(G) as the largest number of vertices in a subgraph

H ⊂ G with δ(H) ≥ µ(|H| − 1), where µ is the density of G. Nevertheless, they study
the behaviour of the order of the largest “full” subgraph of G, which we therefore denote
with f̃(G) for graphs G with n vertices and M edges called (n,M)-graphs, where n and
M are chosen such that G has a density close to 1

2
. This makes the results comparable

to results for our notion of full subgraphs.

They start off with a result which characterizes the “typical” structure of almost all
(n,M)-graphs, i.e. almost every (n,M(n))-graph has some property if the fraction of
(n,M(n))-graphs without this property tends to 0 as n tends to infinity. The behaviour
around M(n) = bn2/4c depends heavily on a small factor |s| ≤ 0.01n2.

Theorem 3.12 (Erdős, Łuczak and Spencer [ELS92]). Let n ∈ N and M(n) = bn2/4c+
s(n) and |s(n)| ≤ 0.01n2.

(i) If sn−3/2 → −∞, then there are some positive constants c1, c2 such that for almost
every (n,M) graph G we have

c1(n
4/s2) log(s2n−3) ≤ f̃(G) ≤ c2(n

4/s2) log(s2n−3).

(ii) If s2n−3 = O(1), then for some constants 0 < c3 < c4 < 1 almost every (n,M)

graph G is such that
c3n ≤ f̃(G) ≤ c4n.

(iii) If sn−2/3 → ∞, then there exist constants c5 > c6 > 0 such that for almost every
(n,M) graph the following inequality holds

n exp

(
−c5s

2

n3

)
≤ n− f̃(G) ≤ n exp

(
−c6s

2

n3

)
.
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They also proved a theorem concerning the extremal case, that is for any n andM the
smallest possible value of f̃(G) achieved on all (n,M) graphs around M(n) = bn2/4c.

Theorem 3.13 (Erdős, Łuczak and Spencer [ELS92]). Let f̃(n, s) = min{f̃(G) | G is
(n, bn2/4c+ s) graph} and |s| ≤ 0.01n2.

(i) If s ≤ −n/3, then

max

(
n

2
√
|s|
, log n/ log

2n2

n2 + 4s

)
≤ f̃(n, s) ≤ n2

|s|
log

4|s|
n
.

(ii) If s ≥ −n/3, then

√
4s+ 2n− 2 ≤ f̃(n, s) ≤ 2

√
s+ (n4/3/3) log2/3 n+ 2n2/3 log1/3 n.

Theorem 3.12 can be formulated in terms of a random graph G(n, p), which yields
the equivalent Theorem 3.14. It is well known that asymptotic properties of G(n, p)

are similar to a graph chosen at random from the family of all (n,M) graphs, provided
M =

(
n
2

)
p (see [BT85]).

Theorem 3.14 (Erdős, Łuczak and Spencer [ELS92]). Let p(n) = 1
2

+ ε(n), where
|ε(n)| ≤ 0.002.

(i) If ε
√
n→ −∞, then for some positive constants c∗1, c∗2 almost every G(n, p) is such

that
c∗1ε
−2 log nε2 ≤ f̃(G(n, p)) ≤ c∗2ε

−2 log nε2.

(ii) When ε2n = O(1), then for some constants 0 < c∗3 < c∗4 < 1 for almost every
G(n, p) we have

c∗3n ≤ f̃(G(n, p)) ≤ c∗4n.

(iii) If ε
√
n → ∞, then for some constants c∗5 > c∗6 > 0 and almost every G(n, p) we

have
exp(−c∗5ε2n) ≤ n− f̃(G(n, p)) ≤ exp(−c∗6ε2n).

The proof of Theorem 3.14 uses an interesting notion of expandable subsets. They call
a subset S with |S| = l expandable, if there exists a vertex outside S, which is adjacent
to at least d(l + 1)/2e vertices from S. A key insight is the following observation: If
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every subset on l vertices of a graph G is expandable, then G contains a full subgraph
of size l. Indeed, if we take any subset S0 of G with l vertices and G[S0] were not
full, we can replace a vertex of minimum degree in G[S0] by a vertex v /∈ S0 such that
|N(v) ∩ S0| ≥ (l + 1)/2 to obtain S1. If G[S1] is not full either, we can iterate this
process. Since each step increases the density of the subgraph, we end up with a full
subgraph on l vertices after less than

(
l
2

)
steps. The final key to the theorem is to show

that there exist integers l such that in almost every graph G(n, p) every subset on l

vertices is expandable.

In 2018, Falgas-Ravry, Markström and Verstraëte [FRMV18] generalized the notion
of full subgraphs to the f(G) notion we use in this thesis by defining a full subgraph of
a graph G of density µ to be a subgraph H of minimum degree at least µ(|H|− 1). This
can be seen as a particularly “rich” subgraph with a minimum degree that is at least as
big as the expected average degree of an m-vertex subgraph H, where m vertices of G
are selected uniformly at random. By considering a complete multipartite graph with
parts of equal size, one can easily see that we can in general not expect to find m-vertex
subgraphs of higher minimum degree. Fixing µ and n such that µ

(
n
2

)
is a nonnegative

integer, they define

f(n, µ) := min

{
f(G) : |V (G)| = n, |E(G)| = µ

(
n

2

)}
.

While the class of graphs relevant for f̃(n, s) is determined by order n and absolute
deviation s of the size from bn2

4
c, the class of graphs relevant for f(n, µ) is determined

by order n and density µ. It is easy to see that by picking µ = (bn2

4
c + s)/

(
n
2

)
the

definitions are equivalent. Thus, they improve the lower bounds from Theorem 3.13 for
general µ. If the density of a graph is µ = r

r−1 + cn−
2
3 then Theorem 3.15 yields the

precise order of magnitude for f(µ, n). Since the proof of f(n, p) ≥ 1
4
(1 − p)

2
3n

2
3 − 1

for p = pn : n−
2
3 < pn < 1 − n− 1

7 in the most recent version of their paper [FRMV18]
contains a small but easily fixable mistake, we will give a corrected version here.

Theorem 3.15 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). For all µ = µn

such that n−
2
3 < µn < 1− n− 1

7 ,

f(n, µ) ≥ 1

4
(1− µ)

2
3n

2
3 − 1.

Moreover, for each c ≥ 1 if µ = r
r−1 + cn−

2
3 for some r ∈ N, then f(n, µ) = Θ(n

2
3 ).
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Proof. Proof of f(n, p) ≥ 1
4
(1 − p) 2

3n
2
3 − 1 for p = pn : n−

2
3 < pn < 1 − n− 1

7 . Let G be
a n-vertex graph of density µ. We shall repeatedly delete vertices of minimum degree
to obtain a sequence of subgraphs G = G1, G2, G3, . . . with Gi having n− i+ 1 vertices.
Let m = dn

2
e and di = dµ(n − i)e. Note that di is the minimum degree required for Gi

to be full.

Let t be the positive integer that fulfills (1−µ)−
2
3n

1
3 ≤ 2t < 2(1−µ)−

2
3n

1
3 , and let ri be

the remainder when di is divided by 2t. Since 1−µ
2
m ≤ 1−µ

1+µ
m we have for at least 1−µ

2
m

of the values i with 1 ≤ i ≤ m that ri ≤ (1− µ)2t. At stage i ≤ m of the algorithm, we
delete a vertex of minimum degree from Gi. We continue with a case distinction.

1. If for some i ≤ m such that ri ≤ (1 − µ)2t, all n − i + 1 vertices in the graph Gi

have degree at least di − ri + 1, then by Theorem 3.23 Gi has a 1
2t
-full subgraph H on

N vertices where ⌊n− i+ 1

2t

⌋
≤ N ≤

⌈n− i+ 1

2t

⌉
+ 1 ≤ n− i

2t
+ 2.

Write di = q2t + ri. The minimum degree in H is

D ≥

⌈
di − ri + 1

2t

⌉
= q + 1.

For H to be a full subgraph of G, we require D ≥ µ(N − 1). Now

µ(N − 1) ≤ µ

(
n− i

2t
+ 1

)
≤ di

2t
+ µ = q +

ri
2t

+ µ ≤ q + 1

since ri ≤ (1 − µ)2t. As this is at most our lower bound on D, H is a full subgraph of
G. Our choice of t ensures

|V (H)| ≥
⌊m

2t

⌋
≥ (1− µ)

2
3n

2
3

4
− 1.

2. If for a stage i ≤ m where ri > (1− p)2t, we can not remove a vertex of degree at
most dµ(n− i)e − 1, then Gi is a full subgraph on at least m vertices.

3. Finally, suppose that at every stage i ≤ m of the greedy algorithm where ri ≤
(1− p)2t we could remove a vertex of degree at most dµ(n− i)c − ri and that at every
other stage i ≤ m we could remove a vertex if degree at most dµ(n − i)e − 1. Set
I = {i ≤ m | ri ≤ (1 − µ)2t}. We know that |I| ≥ (1−p)m

2
. We see, I can be divided
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into intervals of consecutive indices i of length at most (1− µ)2t · 1
µ
. Over each of these

intervals, ri takes each of the values 1, 2, . . . , b(1 − µ)2tc at least 1−µ
µ

times. Indeed,
suppose ri−1 = j + 1 and ri = j for some j ≥ 1. Then, there is a k with 1−µ

µ
≤ k ≤ 1

µ

such that ri′ = j for i′ ∈ [i, i+ 1, . . . , i+ k − 1] and ri+k = j − 1. An illustration can be
seen in Figure 5.

ri

i
m

2t

(1− γ)2t

Figure 5: Illustration of ri’s in the proof of Theorem 3.15. Indices of points below the
dashed line are in I.

By considering the sum over ri on these intervals and using m = dn
2
e, (1− µ)−

2
3n

1
3 ≤

2t ≤ 2(1− µ)−
2
3n

1
3 , we get that

α := disc+(G) ≥

(
µ

(
n

2

)
−

m∑
i=1

(dµ(n− i)e − 1) +
∑
i∈I

(ri − 1)

)
− µ

(
m

2

)

≥

⌊((1− µ)m

2

)/((1− µ)2t

µ

)⌋
·
b(1−µ)2tc∑

j=1

1− µ
µ

j

≥

⌊
µ(1− µ)

2
3n

2
3

8

⌋(1− µ
2µ

)(⌊
(1− µ)

1
3n

1
3

⌋)(⌊
(1− µ)

1
3n

1
3

⌋
+ 1
)

≥ (1− µ)
7
3

32
n

4
3 .

Then by using Theorem 3.17, we have

f(G) ≥
√

2α

1− µ
≥ (1− µ)

2
3

4
n

2
3 .
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They further show if µ ≤ n−
2
3 , then the value of f(n, µ) can be calculated almost

exactly as |f(n, µ) − µ 1
2n| ≤ 1. Looking back at the original question posed by Erdős,

Łuczak and Spencer [ELS92] we get for µ = 1
2

1

4
4
3

n
2
3 − 1 ≤ f

(
n,

1

2

)
= f̃

(
n,
n2

4
−
⌊n2

4

⌋
− n

4

)
≤
(

2 +
2√
3

)
n

2
3 (log n)

1
3 .

Finally, we want to mention that Falgas-Ravry, Markström and Verstraëte [FRMV18]
doubt that the argument used to prove Theorem 3.15 yields an asymptotically tight
lower bound on f(n, µ). If µ = 1 − o(n− 1

7 ) the lower bound can be superseded by that
given in Theorem 3.17. Aside from the cases in Theorem 3.15, determining the order of
magnitude of f(n, µ) for general µ poses an open problem.

Problem 3.16 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). For each µ ∈
(0, 1), determine the order of magnitude of f(n, µ).

3.3.1 Results Relating to Discrepancy

Recall the definition of positive discrepancy

disc+(G) = max
X⊆V (G)

(‖X‖ − µ
(
|X|
2

)
),

that is the maximum positive difference between the actual size and the expected size
of a subgraph of G. It is not surprising that there should be a relation between full
subgraphs (which have unexpectedly high minimum degree) and subgraphs with large
positive discrepancy (which have unexpectedly many edges). Falgas-Ravry, Markström
and Verstraëte [FRMV18] are the first to use this relation to bound the size of f(G) from
below, depending on the positive discrepancy of G. Indeed, a subgraph H of maximum
discrepancy is always a full subgraph, because otherwise deleting a vertex of minimum
degree from H would strictly increase the discrepancy. A greedy algorithm yields the
following theorem.

Theorem 3.17 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). Let G be a graph
of density µ with disc+(G) = β > 0. Then

f(G) ≥ (1− µ)−
1
2 (2β)

1
2 .
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The obtained result is best possible and in some cases better than Theorem 3.15.
Consider the graph G consisting of a clique with

(
m
2

)
edges and n−m isolated vertices,

obviously f(G) = m. A quick calculation shows that with disc+(G) =
(
m
2

)(
1− (m

2 )
(n
2)

)
,

Theorem 3.17 yields f(G) ≥
⌈√

m(m− 1)
⌉

= m. On the other hand, if G is any graph
on n vertices obtained by adding or removing o(n

4
3 ) edges in a complete multipartite

graph with a bounded number of parts of balanced size, then disc+(G) = o(n
4
3 ) and the

lower bound in Theorem 3.17 is superseded by Theorem 3.15.

In a random or pseudo-random setting, Falgas-Ravry, Markström and Verstraëte
[FRMV18] are able to improve the lower bound on the size of a largest full subgraph by
drawing from previous results on discrepancy and jumbledness. Jumbledness is a way
to define how “random like” the edges of a graph are distributed. As a quick reminder,
a graph G is (µ, j)-jumbled if for every X ⊆ V (G) it holds that ‖X‖− γ

(|X|
2

)
≤ j|X|. If

this condition is true for small j the graph is “well jumbled” and the following Theorem
improves on Theorems 3.15 and 3.17.

Theorem 3.18 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). Suppose G is a
(p, j)-jumbled graph of density p. Then

f(G) ≥ disc+(G)

j
.

Extending results from Erdős and Spencer [ES72], who proved that for p = 1
2

asymptotically almost surely disc+(G(n, p)) = Θ(p
1
2 (1 − p)

1
2n

3
2 ) and from Krivele-

vich and Sudakov [KS06] on jumbledness (G(n, p) asymptotically almost surely has
|disc(G)| = O(

√
p(1− p)n|X|)), Theorem 3.18 shows that f(G(n, p)) = Ω(n) asymp-

totically almost surely for all p ∈ (0, 1). Since random graphs are not the focus of this
thesis, we mention the results from Riordan and Selby [RS00] for the sake of complete-
ness. They showed f(G(n, p)) ≤ cn+o(n) asymptotically almost surely for c ≈ 0.851 . . ..
Thus Falgas-Ravry, Markström and Verstraëte pose the following open problem.

Problem 3.19 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). For each fixed
p ∈ (0, 1), prove the existence and determine the value of a real number c = cp such that
for all δ > 0, P(|f(G(n, p)− cpn| > δn)→ 0 as n→∞.

We close this section by mentioning algorithmic approaches on detecting dense sub-
graphs, found and collected in [BCC+10] and [APP+08].
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3.4 Relatively Full Subgraphs

Another introduction of Falgas-Ravry, Markström and Verstraëte [FRMV18] is the no-
tion of relatively full subgraphs. In a relatively full subgraph, the minimum degree of
any vertex has to be at least a fixed fraction of the degree of that vertex in the original
graph. They define a relatively q-full subgraph H of a graph G such that dH(v) ≥ qdG(v)

for every v ∈ V (H). They obtain the following result for q = 1
2
.

Theorem 3.20 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). Let G be an
n-vertex graph. Then G contains a relatively half-full subgraph with bn

2
c or bn

2
c + 1

vertices.

This is best possible in the sense that the smallest non empty relatively half-full
subgraph of Kn has bn

2
c + 1 vertices and the smallest relatively half-full subgraph of

Kn,n has n+ 1 vertices when n is odd. This can be seen in Figure 6.

Figure 6: Relatively half full subgraphs of K7 and K5,5 in red.

If G is a d-regular graph for an integer d, Theorem 3.20 yields the existence of a full
subgraph H of G on roughly half the vertices of G since for every vertex v ∈ H, we have
dH(v) ≥ 1

2
dG(v) = d

2
. Note that G itself is full, since any regular graph is a full subgraph

of itself.

Corollary 3.21 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). Let G be an
n-vertex d-regular graph. Then G contains a full subgraph with bn

2
c or bn

2
c+ 1 vertices.

It should be mentioned that, while this is sufficient for full subgraphs, one can do better
for small integers d relative to n. Alon [Alo97] showed that any d-regular graph on n

vertices contains a subgraph on dn
2
e vertices with minimum degree at least 1

2
d+cd

1
2 , which

exceeds the requirement for a full subgraph by an additional factor of cd
1
2 . However,

this result does not hold true for large d. For general q Falgas-Ravry, Markström and
Verstraëte prove the following Theorem.
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Theorem 3.22 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). Let G be a graph
on n vertices. Then for every q ∈ [0, 1], G contains one of the following

(i) a relatively q-full subgraph on dqne vertices, or

(ii) a relatively (1− q)-full subgraph on b(1− q)c vertices, or

(iii) a relatively q-full subgraph on dqne vertices and a relatively (1 − q)-full subgraph
on b(1− q)nc+ 1 vertices.

Using Theorem 3.22, they also prove an extension of Theorem 3.20 to relatively 1
r
-full

subgraphs for integers r ≥ 3.

Theorem 3.23 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). Let G be a graph
on n vertices, and let r ∈ N. Then G contains a relatively 1

r
-full subgraph on bn

r
c, dn

r
e

or dn
r
e+ 1 vertices.

This is best possible in the sense that if r ≥ 3, the complete graph Kn for some
n ≥ r + 2 with n ≡ 2 mod r contains a smallest non-empty relatively 1

r
-full subgraph

on exactly dn−1
r
e+1 = dn

r
e+1 vertices. For further work, they raise the question whether

Theorem 3.23 can be extended to cover q-fullness for other q.

Problem 3.24 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). Determine
whether there exists a constant c such that for every q ∈ [0, 1

2
] every graph on n vertices

has a relatively q-full subgraph with at least bqnc vertices and at most bqnc+ c vertices.

A cycle of length n shows for q ≥ 1
2
that there exist n-vertex graphs with no non-empty

relatively q-full subgraphs on fewer than n vertices since any true, non-empty subgraph
contains a vertex of degree one. One might try to circumvent this example by requiring
a weaker degree condition. Define a subgraph H of a graph G to be weakly relatively
q-full if dH(v) ≥ bqdG(v)c for all v ∈ V (H). However, even with this notion of q-fullness
a natural generalisation of Theorem 3.23 fails for rational q > 1

2
:

Consider C2
n, the second power of a cycle of length n. If x is a vertex in a weakly

relatively 3
4
-full subgraph H, then all but at most one of its neighbours must also belong

to H. Since all vertices of distance at most two in the original cycle are connected,
vertices not in H must lie at distance at least five apart in the original cycle. This
implies that H must contain at least 4

5
n vertices, rather than the 3

4
n + O(1) we might

have hoped for. An example can be seen in Figure 7.
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Figure 7: Relatively 3
4
-full subgraph of C2

10 in black with excluded vertices in red.

Finally, it might be interesting to determine whether powers of paths or cycles provide
the worst-case scenario for finding weakly relatively q-full subgraphs when q > 1

2
. This

poses an open problem.

Problem 3.25 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). Let q ∈ (1
2
, 1).

Determine whether there exists a constant cq < 1 such that every graph on n vertices
has a weakly relatively q-full m-vertex subgraph where bqnc ≤ m ≤ cqn.
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4 Summary of Ramsey Type Results

In this chapter, we summarize results regarding the existence of minimum degree re-
stricted subgraphs that are of a Ramsey theory type flavour, i.e. what is the size and
minimum degree of monochromatic graphs one can expect by coloring the edges of a
complete graph. Despite the superficial similarity to extremal problems, the Ramsey
type problems in this chapter require different approaches, since any edge in the colored
(complete) base graph appears in a monochromatic subgraph.

We start with a quick introduction into Ramsey theory in Section 4.1, where we state
Ramseys Theorem. We then argue how and how not we can use classic Ramsey numbers
for our purposes of finding monochromatic subgraphs with high minimum degree.

There are different ways to further specify “monochromatic subgraphs with high mini-
mum degree”. One of them by Erdős and Pach [EP83] results in quasi Ramsey numbers,
which we handle in Section 4.2. Denoted by Rγ(k), they represent the minimum order n
of a complete graph G such that in any edge-two-coloring of G there exists a monochro-
matic subgraph of order at least k and minimum degree depending on ∈ (0, 1). The
asymptotics heavily depend on γ with a special point of interest around γ = 1

2
that is

further examined by Kang, Pach, Patel and Regts [KPPR15].

Section 4.3 summarizes results about a stricter version of quasi Ramsey numbers called
fixed quasi Ramsey numbers denoted by R∗γ(k), where the required subset H of minimal
degree at least γ(|H| − 1) has order exactly k. This version is often handled alongside
the (variable) quasi Ramsey numbers with some additional results from Kang, Long,
Patel, Regts in [KLPR17]. The problem shows the same threshold phenomenon around
γ = 1

2
.

In Section 4.4, we look at further work from Falgas-Ravry, Markström and Verstraëte
[FRMV18]. They introduce the notion of co-fullness, whereas a graph H is co-full if
the complement is full. They define a function g(n) that is the order of the largest full
or co-full subgraph, which they bound with methods and results from quasi Ramsey
numbers.

Results from Caro and Yuster [CY03] are collected in Section 4.5. They search for
monochromatic subgraphs of high minimum degree in graphs classified by order and
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minimum degree. Therefore, they define the function hG(d, r), which denotes the largest
integer t such that in every coloring of the edges of a graph G with r colors there is
a monochromatic subgraph H with minimum degree at least d and order at least t.
Furthermore, they define h(n, k, d, r) for n > k > d as the minimum over hG(d, r),
where G ranges over all graphs with n vertices and minimum degree at least k. They
obtain general bounds on h(n, k, d, r) for all cases and tight bounds whenever k is close
to n.

In Section 4.6, we summarize results from Łuczak [Łuc16] and Liu and Person [LP09]
on highly connected monochromatic subgraphs. They state bounds on the very general
function m(n, r, s, k), which bounds the minimum order of the maximum k-connected
subgraph in at most s colors in any edge coloring of Kn with r colors. Since any k-
connected graph has minimum degree at least k the results are relevant for us.

Finally Section 4.7 shows results about Ramsey core numbers from Bickle [Bic12]
that are a generalization of our minimum degree Ramsey numbers. For positive integers
t1, . . . , tr the Ramsey core number denoted by RD

r (t1, . . . , tr) is the minimum number
n such that in any edge coloring of Kn in r colors, there is a color i such that the
monochromatic subgraph Hi induced by color i contains a subgraph with minimum
degree ti. This subgraph is called a ti-core. The simple minimum degree Ramsey number
can be obtained by setting t1 = . . . = tr. The main result is using a complicated
algorithm of Klein and Schönheim [KS92], which we further inspect in Section 5.2 and
in the Appendix.

To compare the different kinds of functions in the following chapter, we have:

• The quasi Ramsey number Rγ(k) is the minimum n ∈ N such that in any edge-
two-coloring of the edges of Kn exists a monochromatic subgraph H with |H| ≥ k

and δ(H) ≥ γ(|H| − 1).

• The fixed quasi Ramsey number R∗γ(k) is the minimum n ∈ N such that in any
edge-two-coloring of the edges of Kn is a monochromatic H with |H| = k and
δ(H) ≥ γ(|H| − 1).

• The function g(n) is the minimum over all graphs G with order n of the maximum
order of a subgraphH such that either δ(H) ≥ µ(|H|−1) or δ(H) ≥ (1−µ)(|H|−1),
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whereas µ is the density of G. In short, g(n) := min{g(G) | |V (G)| = n} with
g(G) = min{f(G), f(G)}, whereas f(G) is the maximum order of a full subgraph
of G.

• The function hG(d, r) is the largest integer t such that in every coloring of the
edges of the graph G with r colors there is a monochromatic subgraph H with
minimum degree at least d and order at least t. Furthermore, h(n, k, d, r) is the
minimum of hG(d, r) over all graphs G with order n and minimum degree k.

• The function m(n, r, s, k) is the minimum over the maximum order of any k-
connected subgraph that contains edges of at most s different colors in any edge
coloring of Kn with r colors.

• The Ramsey core number RD
r (t1, . . . , tr) is the minimum order of Kn such that in

any edge coloring exists a color i such that there is a monochromatic subgraph of
color i with minimum degree at least ti.
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4.1 Ramsey Theory

In this section, we want to present a quick introduction into Ramsey theory and bridge
the gap into current research and how we might use it to find monochromatic subgraphs
of high minimum degree. Ramseys Theorem [Ram09] states that for any integer n ≥ 0,
every large enough graph G contains either Kn or Kn as an induced subgraph, which
is the same as stating that any edge coloring of a large enough complete graph in two
colors contains a monochromatic Kn.

Theorem 4.1 (Ramsey [Ram09]). For every n ∈ N there exists an integer m such that
every graph of order at least m contains either Kn or Kn as an induced subgraph.

While Theorem 4.1 guarantees the existence of a monochromatic complete subgraph,
it does not specify exactly how big m has to be. The smallest integer m associated with
the existence of a monochromatic Kn is called the Ramsey number R(n). From Theorem
4.1 follows that we can find a monochromatic copy of any graph H in a sufficiently large
graph G since for every graph H, there exists an integer n such that H ⊂ Kn. The
minimum order of G is denoted by R(H) in that case. Further generalizing, one can
easily pose questions on the minimum order of a complete graph such that it contains
either a red subgraph H or a blue subgraph J which is denoted by R(H, J). If H = Ks

and J = Kt, R(s, t) is used equivalently. Surveys and collections of Ramsey numbers
can be found in [R+94] and [CG83]. The best asymptotic bounds to date proven by
Spencer [Spe75] and Conlon [Con09] are

(1 + o(1))

√
2n

e
2

n
2 ≤ R(n) ≤ n−

c logn
log logn 4n.

We are interested in Ramsey numbers for monochromatic subgraphs of large minimum
degree. On could think of an easy first approach to bounding those from above by
checking the surveys and collections of Ramsey numbers and taking the smallest bounds
for fixed subgraphs, which fulfill our minimum degree requirements. This yields a valid
upper bound, but it is certainly not tight, since all Ramsey numbers are based on the
existence of a specific subgraph for each color class, whereas we are satisfied with the
existence of any monochromatic subgraph from a whole class of graphs of minimum
degree at least n called Dn. For lower bounds on RD(n), we can not use classic Ramsey
numbers since the requirement of the non-existence of any monochromatic subgraph
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with minimum degree at least n is much stronger than the non-existence of a fixed
monochromatic subgraph (with minimum degree at least n).
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4.2 Quasi Ramsey Numbers

The notion of quasi Ramsey numbers was introduced by Erdős and Pach in 1983 in
“On a Quasi-Ramsey Problem” [EP83]. Quasi Ramsey numbers are a degree based
generalisation of Ramsey numbers where instead of looking for complete monochromatic
subgraphs, one looks for “fairly complete” subgraphs in the sense that the minimum
degree of the vertices in the monochromatic subgraph is sufficiently large. To recap, we
define the quasi Ramsey number Rγ(n) as the minimum order m such that any two-
coloring of the edges of Km contains a monochromatic subgraph H of order at least n
with δ(H) ≥ γ(|V (H)| − 1). Erdős and Pach use a comparable definition that requires
the monochromatic subgraph H of order n to have δ(H) ≥ γ|V (H)|, which we will
indicate with R̃γ(n). This definition is slightly more strict, but somewhat inferior to
the definition of Kang, Pach, Patel and Regts [KPPR15] that scales nicely into normal
Ramsey numbers (by setting γ = 1 we get Rγ(n) = R(n)). Obviously we have Rγ(n) ≤
R(n).

Erdős and Pach were the first to observe the behaviour of R̃γ(n) for 0 < γ < 1 and
noticed a sharp change in behaviour around γ = 1

2
. For γ < 1

2
, the quasi Ramsey

number grows at most linearly. Whereas for γ > 1
2
, the quasi Ramsey number grows at

least exponentially. Although the following two propositions are originally formulated
for R̃γ(n), a quick recalculation similar to the ones we do in Theorems 5.1 and 5.3 where
we look at the quasi Ramsey number with a bipartite base graph shows that they also
hold true for Rγ(n).

Proposition 4.2 (Erdős, Pach [EP83]). Let 0 < γ < 1
2
. Then there exists a constant

c(γ) such that Rγ(n) ≤ c(γ)n for all n.

Proposition 4.3 (Erdős, Pach [EP83]). Let 1
2
< γ < 1. Then there exists a constant

c(γ) > 1 such that Rγ(n) ≥ (c(γ))n for all n.

The propositions above yield no result for γ = 1
2
. This point of interest is addressed

in the following two theorems. Theorem 4.4 yields an upper bound for R 1
2
(n) of order

Θ(n log n) by using a graph discrepancy argument. Proven by using a weighted random
graph construction, Theorem 4.5 yields a lower bound for R 1

2
(n) of order Θ( n logn

log logn
).

Theorem 4.4 (Erdős, Pach [EP83]). For every p ≥ 0, there is a constant Cp > 0 having
the property that, if G is any graph of at least Cpn log n vertices, then either G or G
contains a subgraph H satisfying
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• |V (H)| ≥ n,

• δ(H) ≥ |V (H)|
2

+ p|V (H)| 12 (log |V (H)|) 3
2 .

Theorem 4.5 (Erdős, Pach [EP83]). Let p be any fixed natural number. Then there
exists a constant C ′p > 0 such that, for each n ≥ n0(p), one can find a graph G which
has C ′p(

n logn
log logn

) vertices and satisfies the following condition: If H is any subgraph of G
or G, and |V (H)| ≥ n, then δ(H) < |V (H)|

2
− p.

Taken together, both theorems imply

C ′
n log n

log log n
≤ R 1

2
(n) ≤ Cn log n.

In 2015 Pach together with Kang, Patel and Regts [KPPR15] revised the abrupt
change around γ = 1

2
. They obtain sharp results by the application of a short discrepancy

argument and the analysis of a probabilistic construction similar to the one of Erdős and
Pach.

Theorem 4.6 (Kang, Pach, Patel, Regts [KPPR15]). (i) Let ν ≥ 0 and c ≥ 4
3
be

fixed. For large enough n and any graph G with at least nc106ν2+
4
3 vertices, G or

G has an induced subgraph H on l ≥ n vertices with minimum degree at least
1
2
(l − 1) + ν

√
(l − 1) ln l.

(ii) There is a constant C > 0 such that, if ν(·) is a nondecreasing nonnegative func-
tion, then for large enough n there is a graph G with at least Cnν(n)2+1 vertices
such that the following holds. If H is any induced subgraph of G or G on l ≥ n

vertices, then H has minimum degree less than 1
2
(l − 1) + ν(l)

√
(l − 1) ln l.

Since the construction for Theorem 4.5 remains valid slightly before the abrupt change
around γ = 1/2, they also state a small technical improvement of said theorem.

Theorem 4.7 (Kang, Pach, Patel, Regts [KPPR15]). For any ν > 0, there exists Cν > 0

such that for large enough n, there is a graph G with at least Cνn log n/ log log n vertices
satisfying the following. If H is any induced subgraph of G or G on l ≥ n vertices, then
H has minimum degree less than (1

2
− l−ν)(l − 1).

For a more fine grained comparison of results Kang, Pach, Patel and Regts introduced
the terminology of t-homogenous sets, which we want to mention here. A t-homogenous
set is a vertex subset of a graph that induces either a graph of minimum degree at least
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t or a graph where the complement has minimum degree at least t. This can easily
be translated to our two color Ramsey definition by labeling edges in the graph as red
edges and non-edges in the graph as blue edges. Let f : Z+ 7→ N be a nondecreasing
nonnegative integer function satisfying f(l) < l for all l, then define the variable quasi-
Ramsey number R̂f (n) to be the smallest integer such that any graph of order R̂f (n)

contains a f(l)-homogenous set of order l for some l ≥ n. We can now summarize results
from this section. The calculations for some of the constants can be found in Section
5.1.

• For f(l) = γ(l − 1) and 0 ≤ γ < 1
2

R̂f (n) ≤
1− 1

2n
1
2
− γ

n.

• For f(l) = 1
2
(l − 1), there exist constants c1, c2 > 0 such that for large enough n

c1
n log n

log log n
≤ R̂f (n) ≤ c2n log n.

.

• For f(l) = 1
2
(l−1)+ν

√
(l − 1) log l with ν ≥ 0 exist constants c1 ≥ 0, c2 ≥ 4

3
such

that for large enough n

c1n
ν2+1 ≤ R̂f (n) ≤ nc210

6ν2+ 4
3 .

• For f(l) = γ(l − 1) and 1
2
< γ ≤ 1

e(γ−
1
2
)2n ≤ R̂f (n).

Further reserach, for example quasi Ramsey numbers for more than two colors by
Kang, Patel and Regts can be found in [KPR19].
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4.3 Fixed Quasi Ramsey Numbers

The definition of quasi Ramsey numbers leaves some leeway on the order of the required
subgraph, that only needs to fulfill a minimum order requirement. Erdős and Pach
[EP83] look into a modification of the quasi Ramsey number that removes this leeway.
Denoted by R∗γ(n) the fixed quasi Ramsey number, instead of requiring a monocromatic
subgraph H with order at least n and sufficient minimum degree, requires H to have
exactly n vertices and sufficient minimum degree δ(H) ≥ γ(n− 1). Per definition

Rγ(n) ≤ R∗γ(n)

holds for any n and any γ. They prove the following upper bound on R∗γ(n) which was
later superseded by Theorem 4.11.

Theorem 4.8 (Erdős, Pach [EP83]). There exists a constant C > 1 such that, if n and
m are natural numbers (m < n/2) and G is any graph of at least Cmn2 vertices, then
either G or G contains a subgraph H satisfying

(i) |V (H)| = n

(ii) δ(H) ≥ n
2

+m.

Kang, Pach, Patel and Regts [KPPR15] provide a probabilistic thinning lemma that
allows them to translate results about the (variable) quasi Ramsey problem into results
about the fixed quasi Ramsey problem. Lemma 4.9 roughly says that, in any graph
of large minimum degree, they can find an induced subgraph of predefined order that
approximately preserves the minimum degree condition in an appropriate way.

Lemma 4.9 (Kang, Pach, Patel, Regts [KPPR15]). For any 0 < c < 1 and ε > 0, let n
be such that

exp

(
1

2
ε2(n− 1)

)
> n.

If H is a graph of order l ≥ n such that δ(H) ≥ cl, then there exists S ⊆ V (H) of
order n such that δ(H[S]) ≥ (c− ε)(n− 1).

Using this thinning Lemma together with Theorem 4.4, they could prove the following
result that yields a subquadratic upper bound on R∗γ(n) for γ slightly smaller than 1

2
.
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Theorem 4.10 (Kang, Pach, Patel, Regts [KPPR15]). There exists a constant C >

0 such that, for large enough n and any graph G with at least Cn log n vertices, G
or G has an induced subgraph H on exactly n vertices with minimum degree at least
1
2
(n− 1)− 2

√
(n− 1) log n.

Since R∗γ(n) ≥ Rγ(n), we know by Theorem 4.7 that the bound above is tight up to
a log log n factor. We want to mention that, like for the quasi Ramsey number, Kang,
Pach, Patel and Regts defined a notation for fixed quasi Ramsey numbers based on
t-homogenous sets. For integers t and n with 0 ≤ t < n, they define the fixed quasi
Ramsey number R̂∗t (n) to be the smallest integer such that any graph of order R̂∗t (n)

contains a t-homogenous set of order exactly n. Contrary to the homogenous set based
notion for (variable) quasi Ramsey numbers, their notion for the fixed quasi Ramsey
numbers R̂∗t (n) is essentially the same as R∗γ(n) with γ = t

n−1 .

In 2017, Kang, Long, Patel and Regts [KLPR17] revisited the fixed quasi Ramsey
numbers improving the order of magnitude of the upper bound for γ = 1

2
from Cn2 to

Cn log n. They manage this by using results about graph discrepancy from Erdős [ES74],
an application of the celebrated “six standard deviations” result of Spencer [Spe85] and a
greedy algorithm that was inspired by similar procedures for max-cut and min-bisection.

Theorem 4.11 (Kang, Long, Patel, Regts [KLPR17]). There exists constants C,D > 0

such that for any graph G on Cn log n vertices, either G or its complement G has an
induced subgraph on n vertices with minimum degree at least 1

2
(n−1)+D

√
(n− 1)/ log n.

Another result can be taken from Chappell and Gimbel [CG11]. They define the
defective Ramsey number Rt(n) as the smallest integer m such that Km contains a
monochromatic subgraph of order n with maximum degree at most t. We may use these
results for our fixed quasi Ramsey numbers, since the complement of a graph G with
maximum degree t is a graph with minimum degree |G| − 1− t. Therefore we obtain by
their results

R̂∗t (n) ≤ (n− t− 1)

(
2(t− 1)

t− 1

)
+

(
2t

t

)
≤ (n− t+ 3)4t−1

for 1 ≤ t ≤ n − 1. Furthermore, they give an exact formula for R̂∗t (n) when t is
between 1 and n+2

4
. If that is the case, then R̂∗t (n) = n+ 2t− 2. The lower bound they

give actually remains valid for all t ≤ n+1
2
. The construction of such a graph G is quite
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simple: Set P = K2(t−1), Q = E2(t−1) and let R be an arbitrary graph on n − 2t + 1

vertices. Then, put all possible edges between P and R to obtain a K2(t−1),n−2t+1, put
no edges between Q and R and put an arbitrary (t − 1)-regular graph between P and
Q. This construction can be seen in Figure 8.

P Q

R
arbitrary

K2(t−1),n−2t+1

K2(t−1) E2(t−1)
(t− 1)-regular

Figure 8: A construction on n+2t−2 vertices that shows R̂∗t (n) ≥ n+2t−2 for t ≤ n+1
2
.

Any subgraphH of G of order nmust contain a vertex v from Q since |P |+|R| = n−1.
Since the graph between P and Q is (t−1)-regular and Q is empty, we have d(v) = t−1.
By symmetry, this argument holds true for G as well if we swap P and Q.

Finally, we can summarize the bounds in this section.

• For 1 ≤ t ≤ n+2
4

R̂∗t (n) = n+ 2t− 2

• For t ≤ 1
2
n− 2

√
(n− 1) log n, there exists a constant c such that

n+ 2t− 2 ≤ R̂∗t (n) ≤ cn log n.

• For t = 1
2
n, there exist constants c1, c2 > 0 such that

c1
n log n

log log n
≤ R̂∗t (n) ≤ c2n log n.

• For t = 1
2
n + D

√
(n− 1)/ log n with a constant D > 0, there exists a constant

c > 0 such that
R̂∗t (n) ≤ cn log n.
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• For t = 1
2
n+ ν

√
n log n with ν ≥ 0, there exists a constant c > 0 such that

cnν
2+1 ≤ R̂∗t (n).

• For 1
2
n < t ≤ n− 1

e(γ−
1
2
)2n ≤ R̂∗t (n) ≤ (n− t+ 3)4t−1.
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4.4 Full and Co-Full Subgraphs

A similar approach to quasi Rasmey numbers was taken by Falgas-Ravry, Markström
and Verstraëte [FRMV18]. After looking at full subgraphs, they introduce the notion of
co-full subgraphs. A subgraph H of a graph G is co-full if V (H) induces a full subgraph
of G. This means for a graph G with density µ, the subgraph H is co-full if it has
maximum degree µ(|H| − 1), which implies a minimum degree of (1 − µ)(|H| − 1) for
H. This leaves a problem that is related to Ramsey numbers in the sense that we look
for a substructure in G or G. We denote the largest integer m such that G has a full
or co-full subgraph on m vertices by g(G) := max{f(G), f(G)} and furthermore define
g(n) := min{g(G) | |V (G)| = n}.

We obtain a lower bound for g(G) if G has density 1
2
by Theorem 4.4, which states that

for every n-vertex graph G, in either G or G there exists a subgraph with m = Ω( n
logn

)

vertices and minimum degree at least 1
2
m. In the general case, Falgas-Ravry, Markström

and Verstraëte prove the following theorem.

Theorem 4.12 (Falgas-Ravry, Markström and Verstraëte [FRMV18]). There exist con-
stants c1, c2 > 0 such that

c1
n

log n
≤ g(n) ≤ c2

n log log n

log n
.

The upper bound is proven by reusing and modifying a unusual weighted graph
construction of Erdős and Pach [EP83]. Theorem 4.7 yields a graph G on
Θ(n log log n/ log n) vertices with no large full or co-full subgraph. The only problem
is that G does not have density 1

2
. This can be solved via the following construction:

Let A and B be two disjoint sets of 2n vertices, where n is chosen such that |G| = 2n.
Split each set into n pairs and place a random maximal matching into each of the n2

sets of pairs, where one pair is from A and one from B. This yields a bipartite graph
H between A and B with density 1

2
. By placing G into A and G into B the resulting

graph G∗ has an overall density of 1
2
as seen in Figure 9. A probabilistic argument then

shows that G∗ contains no full or co-full subgraph.

They proposed it might be interesting to look deeper into g(n), grouping the considered
graphs according to their density.

Problem 4.13. Define g(n, µ) := min{g(G) | |V (G)| = n, |E(G)| = µ
(
n
2

)
}. Determine

the order of magnitude of g(n, µ).
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GG

A B
H

Figure 9: Using Theorem 4.7 to construct a graph of density 1
2
with no full or co-full

subgraph.
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4.5 Monochromatic Subgraphs With Fixed Minimum Degree

In this section, we provide insights into work from Caro and Yuster [CY03]. They
look into the existence of monochromatic subgraphs that fulfill a fixed minimum degree
requirement, i.e. the required minimum degree does not scale with the order of the
subgraph. They denote for a graph G and an integer d the function hG(d, r), defined
as the largest integer t such that in every coloring of the edges of G with r colors there
is a monochromatic subgraph H with minimum degree at least d and order at least t.
They further define for n > k > d the function h(n, k, d, r), that is the minimum over
hG(d, r) where G ranges over all graphs with n vertices and minimum degree at least
k. They start with a result for two colors. The function hG(d, r) is distinct from quasi
Ramsey numbers, since the minimum degree of the subgraph H does not depend on the
order of H. If we pick the parameters h(n, n − 1, d, 2), we look for the minimum order
of the largest subgraph with minimum degree d over all edge-two-colorings of Kn, i.e.
h(n, n− 1, d, 2) = hKn(d, 2). The first result is for two-colorings.

Theorem 4.14 (Caro and Yuster [CY03]). (i) For all d ≥ 1 and k ≥ 4d− 3,

h(n, k, d, 2) ≥ k − 4d+ 4

2(k − 3d+ 3)
n+

3d(d− 1)

4(k − 3d+ 3)
.

(ii) For all d ≥ 1 and k ≤ 4d−4, if n is sufficiently large then h(n, k, d, 2) ≤ d2−d+1.
In particular, h(n, k, d, 2) is independent of n.

It is interesting to note that, when k is at most about four times d, Theorem 4.14
yields an upper bound on h(n, k, d, 2) that is independent of n and only depends on
d. Key reason here is that the base graphs considered can be relatively sparse since
they only need to fulfill a minimum degree requirement. They also give a general upper
bound on h(n, k, d, r), for colorings with r colors.

Theorem 4.15 (Caro and Yuster [CY03]). For all d ≥ 1, r ≥ 2 and k > 2r(d − 1),
there exists an absolute constant C such that

h(n, k, d, r) ≤ n
k − 2r(d− 1)

r(k − (r + 1)(d− 1))
+ C.

In particular, h(n, k, d, r) ≤ k−4d+4
2(k−3d+3)

n+ C.

Finally, they are able to determine h(n, n− k, d, 2) exactly when k is small compared
to n.
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Theorem 4.16 (Caro and Yuster [CY03]). Let d and k be positive integers such that n is
at least the Ramsey number R(4d+2k−5, 4d+2k−5), then h(n, n−k, d, 2) = n−2d−k+3.
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4.6 Highly Connected Monochromatic Subgraphs

In this section, we show some research that does not directly look for subgraphs of high
minimum degree, but instead for k-connected subgraphs. Since any k-connected graph
has minimum degree at least k (because otherwise one could remove all neighbours
of a vertex of minimal degree to disconnect the graph), we mention the results here.
Although the bounds might not be tight for our weaker requirements, they present a
good start for our own research and contain useful insights. Bollobás and Gyárfás [BG08]
conjectured that for n > 4(k− 1) every two-coloring of the edges of the complete graph
Kn constains a k-connected monochromatic subgraph with at least n−2(k−1) vertices.
This conjecture was proven by Łuczak [Łuc16]. In that paper, he looks into highly
connected monochromatic subgraphs of two colored complete graphs.

Theorem 4.17 (Łuczak [Łuc16]). Let k ≥ 2 and n ≥ 4k − 3. Then, in each two-
coloring of the edges of Kn there exists either a monochromatic k-connected subgraph on
more than n − 2(k − 1) vertices, or there exist monochromatic k-connected graphs on
n− 2(k − 1) vertices in both colors.

A construction from Bollobás and Gyárfás [BG08] shows that this is tight. Therefore,
we take four sets of vertices V1, .., V4 of order k− 1 and a set V5 of order n− 4(k− 1) to
obtain a graph G on n vertices. We color the edges joining V1 and V2 and those joining V3
and V4 red. All edges with both ends in V2∪V3∪V5 are colored red as well. All remaining
edges are blue, like shown in Figure 10. We see, any largest monochromatic k-connected
subgraph that contains a vertex v ∈ Vi must contain all w ∈ Vi. Furthermore, any
largest monochromatic subgraph must contain V5 to be k-connected. Thus, it follows
that any largest monochromatic k-connected subgraph in this graph contains V5 and two
of the other sets.

Using Szemerédis Regularity Lemma, [Sze75] Liu, Morris and Prince [LP09] prove
further related results. They weaken the requirement of monochromatic subgraphs to
subgraphs with at most s different colors, which is of no particular interest for our case.
Still, they show some results for s = 1. They define for n, r, s, k ∈ N with s ≤ r

and k ≤ n, given a graph G = (V,E) with |V (G)| = n and an r-coloring of its edges
c : E(G)→ [r]:

M(c,G, e, s, k) := max{|V (H)| : H ⊆ G, |c(E(H))| ≤ s and H is k-connected}.
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V2

V1

V3

V4

V5

Figure 10: A sketch of an edge coloring of a graph on n vertices with sets V1, . . . , V4 of
order k − 1 and V5 of order n − 4(k − 1). Colored circles imply the color of
all edges contained inside, whereas colored lines show the color of all edges
in the bipartite graph between two sets.

That means M(c,G, r, s, k) is the order of the largest k-connected subgraph H in G

whose edges are colored with at most s different colors in the r-coloring c. They further
define

m(G, r, s, k) := min
c
{M(c,G, r, s, k)}.

If G = Kn, they write M(c, n, r, s, k) and m(n, r, s, k) respectively. The following theo-
rem yields a lower bound on the minimum order of a largest k-connected monochromatic
subgraph over all colorings of Kn.

Theorem 4.18 (Liu and Person [LP09]). For every γ ∈ (0, 1
4
), n, r ∈ N with r ≥ 3,

there exist integers N0 = N0(γ, r) and T0 = T0(γ, r) such that, for all n ≥ N0,

m

(
n, r, 1,

1− 4γ

rT0
n

)
≥ n

r − 1
− 6γn

r − 1
.

In particular, for fixed r, and k = o(n),m(n, r, 1, k) ≥ n
r−1 − o(n), with equality if r − 1

is a prime power.

Finally, we want to mention a result on the order of k-connected monochromatic
subgraphs, if we choose a bipartite base graph. Therefore, define for n, n′, r, s, k ∈ N
with s ≤ r and k ≤ n ≤ n′ and an r-coloring c : E(Kn,n′)→ [r] the functions

Mbip(c, n, n′, r, s, k) := max{|V (H)| : H ⊆ Kn,n′ , |c(E(H))| ≤ s and H is k-connected},
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and
mbip(n, n′, r, s, k) := min

c
{Mbip(c, n, n′, r, s, k)}.

Theorem 4.19 (Liu and Person [LP09]). For every γ ∈ (0, 1
34

), n, n′, r ∈ N with r ≥ 2

and n′ ≥ n, there exist integers N0 = N0(γ, r) and T0 = T0(γ, r) such that, for all
n ≥ N0,

n+ n′

r
− 3γ(n+ n′)

r
≤ mbip

(
n, n′, r, 1,

1− 4γ

rT0
n

)
≤ n+ n′

r
+ 2.

In particular, for fixed r, and k = o(n) we have mbip(n, n′, r, 1, k) = n+n′

r
− o(n).
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4.7 Ramsey Core Numbers

Bickle [Bic12] defines the k-core Ck(G) of a graph G as the maximum induced subgraph
H ⊆ G such that δ(H) ≥ k, if it exists. This notion was introduced by Seidman [Sei83]
and has been studied extensively by Bickle in [Bic10]. It is easy to see that the cores of
a graph are nested. i.e. Ck+1(G) ⊂ Ck(G). Bickle furthermore defines the core number
C(v) of a vertex v ∈ V (G) as the largest value k such that v ∈ Ck(G). The maximum
core number of a graph Ĉ(G) is the maximum of the core numbers of the vertices of G.
The k-core of a graph can be determined by iteratively deleting vertices of degree less
than k until only the k-core remains. This implies that the maximum core number of a
graph G is equal to its degeneracy. Note that, if k > Ĉ(G) the k-core is empty.

Theorem 4.20 (Bickle [Bic12]). Every graph with order n, size m ≥ (k− 1)n−
(
k
2

)
+ 1,

1 ≤ k ≤ n− 1 has a k-core.

Bickle focuses on properties of maximal k-degenerate graphs, i.e. k-degenerate graphs
where no edge can be added without violating the k-degeneracy. The basic properties of
maximal k-degenerate graphs were established by Lick and White [LW70] and Mitchem
[Mit77], a survey type collection of results can be found in [SP76]. Some of them are
below.

Theorem 4.21 (Bickle [Bic12]). Let G be a maximal k-degenerate graph of order n,
1 ≤ k ≤ n− 1. Then

(i) G contains a (k+ 1)-clique and for n ≥ k+ 2, G contains Kk+2− e as a subgraph.

(ii) For n ≥ k + 2, G has δ(G) = k, and no two vertices of degree k are adjacent.

(iii) G has connectivity κ(G) = k.

(iv) For any integer r, 1 ≤ r ≤ n, G contains a maximal k-degenerate graph of order r
as an induced subgraph. For n ≥ k+2, if d(v) = k, then G is maximal k-degenerate
if and only if G− v is maximal k-degenerate.

(v) G is maximal 1-degenerate if and only if G is a tree.

The paper is of special interest for this thesis as they present some results on Ramsey
core numbers. Given nonnegative integers t1, . . . , tr, the Ramsey core number is the
smallest n such that for all edge colorings of Kn with k colors, there exists an index i
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such that the subgraph Hi induced by color i has a ti-core. In Bickle [Bic12] the Ramsey
core number is denoted by rc(t1, . . . , tr), but we extend the definition of the minimum
degree Ramsey number for r ≥ 2 by defining RD

r (t1, . . . , tr) := rc(t1, . . . , tr). He obtains
several basic results immediately.

Proposition 4.22 (Bickle [Bic12]). (i) RD
r (t1, . . . , tr) ≤ RD

r (t1 + 1, . . . , tr + 1).

(ii) RD
r (t1 + 1, . . . , tr) ≥ RD

r (t1, . . . , tr) + 1.

(iii) For any permutation σ of [r], RD
r (t1, . . . , tr) = RD

r (tσ(1), . . . , tσ(r)).

(iv) RD
r (0, t2, . . . , tr) = 1.

(v) RD
r (1, t2, . . . , tr) = RD

r−1(t2, . . . , tr).

Proposition 4.23 (Bickle [Bic12]). Let t1 = t2 = . . . = tr = 2, then RD
r (t1, . . . , tr) =

2r + 1.

Bickle determines RD
2 (2, t) for infinitely many t. He notices that an upper bound on

RD
2 (2, t) can be expressed as a piecewise linear function with each piece having slope

one that breaks at the triangular numbers. For the lower bound, he gives an explicit
construction based on a caterpillar graph as seen in Figure 11. For t =

(
k
2

)
+ 1, take a

(k, k, k − 1, . . . , 3, 2)-caterpillar T . Since T is a tree it has no 2-core. For T the spine
vertices v1, . . . , vk have degrees

(
k
2

)
,
(
k
2

)
,
(
k
2

)
+ 1,

(
k
2

)
+ 1, . . . ,

(
k
2

)
+ r− 3,

(
k
2

)
+ r− 2. The

(
(
k
2

)
+ 1)-core of T can not contain v1 and v2. We see one by one, that the spine vertices

are not contained in the (
(
k
2

)
+ 1)-core. Finally, the remaining

(
k
2

)
+ 1 vertices are too

few and thus the (
(
k
2

)
+ 1)-core is empty.

Theorem 4.24 (Bickle [Bic12]). Let t =
(
k
2

)
+ q, 1 ≤ q ≤ k. Then RD

2 (2, t) = t+ k+ 1.

v1 v2 v3 v4 v5 v6

Figure 11: A (6, 6, 5, 4, 3, 2)-caterpillar with spine length six and spine vertices of degrees
(6, 6, 5, 4, 3, 2) that shows RD

2 (2,
(
6
2

)
+ 1) =

(
6
2

)
+ 6 + 2.

Finally, using results from Klein and Schönheim [KS92], Bickle states
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RD
r (t1, . . . , tr) =

⌈
1

2
− r +

∑
ti +

√(∑
ti
)2 −∑ t2i + (2− 2r)

∑
ti + r2 − r +

9

4

⌉
,

where all sums range over i = 1, . . . , r. Parts of this result are further explained
in Section 5.2. The upper bound for this result is obtained by the application of the
Pigeonhole Principle and Theorem 4.20, we show a similar proof in Section 5.2. The
lower bound is obtained from the algorithm of Klein and Schönheim [KS92] that will be
shown and explained in Section 5.2 and in the Appendix.
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5 New Results and Extensive Explanations

In this chapter, we provide new insights into the existence of subgraphs with high min-
imum degree and provide extensive explanations on already proven results. We focus
primarily on the quasi Ramsey number and the minimum degree Ramsey number.

In Section 5.1, we calculate bounds on Rbip
γ (n) for γ ∈ [0, 1

2
) and γ ∈ (1

2
, 1]. Recall,

we define the bipartite quasi Ramsey number Rbip
γ (n) to be the minimum integer m such

that any edge two-coloring of Kbm
2
c,dm

2
e contains a monochromatic subgraph H of order

at least n with δ(H) ≥ γ|V (H)|/2. Furthermore, we use the same methodology to
explicitly calculate the constants in Propositions 4.2 and 4.3.

In Section 5.2, we obtain tight bounds on the minimum degree Ramsey number RD
r (n),

which is the smallest integer m such that any edge-coloring of Km in r colors contains
a monochromatic subgraph of minimum degree at least n. In the first part, we focus
on the two colored case, where we first give easy estimates for the linearity of the
minimum degree Ramsey number. Then, we provide a counting argument based on the
Pigeonhole Principle as well as a simple coloring algorithm to precisely calculate RD

2 (n).
In the second part, we look at the multicolored case where we use a coloring algorithm
from Klein and Schönheim [KS92] to obtain further tight results comparable to Bickle
[Bic10].

5.1 Bipartite Quasi Ramsey Number

We start by proving results analogous to the quasi Ramsey number of Erdős and Pach
[EP83]. Therefore, we define the bipartite quasi Ramsey number Rbip

γ (n) as the minimum
integer m such that any edge-two-coloring of a balanced bipartite graph on m vertices
contains a monochromatic subgraph of order at least n with δ(H) = γ|V (H)|/2. In
the first Theorem 5.1, we show that Rbip

γ (n) grows linear in n if γ ∈ [0, 1
2
), similar to

Proposition 4.2. This uses an argument similar to the proof of Theorem 4 in [EP83],
where we can bound the maximum degrees of vertices between specific vertex sets.

Theorem 5.1. Let γ ∈ [0, 1
2
). Then Rbip

γ (n) ≤ cn with c = 1
1
2
−γ .

Proof. Let G be a balanced bipartite graph on m = cn vertices, where c will be deter-
mined later. For any two-coloring of the edges of G in red and blue G, let Gr denote
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the graph containing only the red edges and Gb the blue analogue. Without loss of
generality, we assume ‖Gr‖ ≥ ‖Gb‖. By Pigeonhole Principle, this implies

‖Gr‖ ≥ max (‖Gr‖, ‖Gb‖) ≥
m2

8
.

We define H1 to be a induced subgraph of Gr on n vertices with maximum size.
Let x = bm

n
c = m−k

n
with k ∈ {0, . . . , n − 1}. We further define G0 = Gr and for

i ∈ {1, . . . , x}

Gi = Gr −
i⋃

j=1

Hj

and for i ∈ {2, . . . , x}
Hi = max

H⊂Gi−1

|H|=n

‖H‖.

Note that |Gx| = k < n. We assume that for every i ∈ {1, . . . , x}, there exists a
vertex vi ∈ V (Hi) such that dHi

(vi) < γ|Hi|/2. Furthermore, we observe that any
vertex v ∈ V (Gi) has less than γ|Hi|/2 neighbours in V (Hi). If this were not true, then
by replacing vi by v, we would get a graph whose number of edges is greater than ‖Hi‖,
contradicting the definition. Thus, we can bound ‖Gr‖ from above by

‖Gr‖ = ‖G0‖ ≤
x∑
i=1

‖Hi‖+ ‖Gx‖+

(
x

2

)
γn2

2

<
xn2

4
+ ‖Gx‖+

γx2n2

4

=
xn2

4
+
k2

4
+
γxkn

2
+
γx2n2

4

=
(m− k)n

4
+
k2

4
+
γk(m− k)

2
+
γ(m− k)2

4

=
γ

4
m2 +

n

4
m+

(
k2

4
− kn

4
− γk2

4

)
≤ γ

4
m2 +

n

4
m.

This, together with ‖Gr‖ ≥ m2/8, yields a contradiction if γm2 + nm < m2/2. Thus,
we calculate with m = cn
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γm2 + nm ≤ m2

2
⇔ γc2n2 + cn2 ≤ c2n2

2

⇔ γc+ 1 ≤ c

2

⇔ 1
1
2
− γ
≤ c.

We conclude that Rbip
γ (n) ≤ 2

1−2γn.

By the same methodology, we can calculate the constant c(γ) in Proposition 4.2 to be
(1− 1

2n
)/(1

2
− γ). The calculations change a little, the definitions stay the same.

Proof of Proposition 4.2. Let G be a complete graph on m = cn vertices, where c will
be calculated later. Again, for any two-coloring of G let Gr denote the red graph and Gb

the blue graph. Without loss of generality, we assume ‖Gr‖ ≥ ‖Gb‖. By Pidgeonhole
Principle this implies

‖Gr‖ ≥ max(‖Gr‖, ‖Gb‖) ≥
(
m
2

)
2
.

Define H1 to be a induced subgraph of Gr on n vertices with maximum size, x =

bm
n
c = m−k

n
with k ∈ {0, . . . , n− 1}. Further define G0 = Gr and for i ∈ {1, . . . , x}

Gi = Gr −
i⋃

j=1

Hj

aswell as for i ∈ {2, . . . , x}
Hi = max

H⊂Gi−1

|H|=n

‖H‖.

Like above, |Gx| = k < n. We assume that for every i ∈ {1, . . . , x}, there exists a
vertex vi ∈ V (Hi) such that dHi

(vi) < γ(|Hi| − 1). Furthermore, we observe that any
vertex v ∈ V (Gi) has less than γ(|Hi| − 1) neighbours in V (Hi). If this were not true,
then by replacing vi by v, we would get a graph whose number of edges is greater than
‖Hi‖, contradicting the definition. Thus, we can bound ‖Gr‖ from above by
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‖Gr‖ = ‖G0‖ ≤
x∑
i=1

‖Hi‖+ ‖Gx‖+

(
x

2

)
γn(n− 1)

<
xn(n− 1)

2
+ ‖Gx‖+

γx2n2

2

<
xn(n− 1)

2
+
k2

2
+ γxkn+

γx2n2

2

=
(m− k)(n− 1)

2
+
k2

2
+ γk(m− k) +

γ(m− k)2

2

=
γ

2
m2 +

(n− 1)

2
m+

(
k2

2
− k(n− 1)

2
− γk2

2

)
≤ γ

2
m2 +

(n− 1)

2
m.

This, together with ‖Gr‖ ≥
(
m
2

)
/2 yields a contradiction if γm2 + (n − 1)m ≤

(
m
2

)
.

Thus, we calculate with m = cn

γm2 + nm−m ≤
(
m

2

)
⇔ γc2n2 + cn2 − cn ≤ c2n2

2
− cn

2

⇔ γcn+ n− 1

2
≤ cn

2

⇔
1− 1

2n
1
2
− γ

≤ c.

For γ ∈ (1
2
, 1], Theorem 5.3 proves that Rbip

γ (n) grows exponential like the quasi
Ramsey number from Proposition 4.3. Theorem 5.3 is proven via a simple probabilistic
argument. Therefore we need Hoeffding’s inequality [Hoe94].

Theorem 5.2 (Hoeffding [Hoe94]). Let X ∼ Bin(n, p) and k ≤ np then

P(X ≤ k) = exp

(
−2

(np− k)2

n

)
Theorem 5.3. Let γ ∈ (1

2
, 1]. Then Rbip

γ (n) ≥ cn with c = e
1
4
(γ− 1

2
)2.

Proof. We will use a probabilistic argument to show that there exists a coloring of G
that does not contain a monochromatic subgraph H of order at least n with minimum
degree at least γ|H|/2.

59



5 New Results and Extensive Explanations

Let G be a full bipartite graph on m = e
1
4
n(γ− 1

2
)2 vertices with parts A and B of

balanced size. An edge between any pair of vertices xy with x ∈ A and y ∈ B is colored
red with independent probability p = 1

2
, otherwise blue. Without loss of generality, for

any X ⊆ V (G) let GX denote a subgraph induced by X using only red edges from G.
Further define AX as A ∩X.

If δ(GX) ≥ γ|X|/2, then GX has at least γ|X|2/4 edges. For k ∈ N let Zk be a
independent random variable with Zk ∼ Bin(k, 1

2
). The probability of a fixed subgraph

GX to fulfill δ(GX) ≥ γ|X|/2 can be bounded from above by

P (δ(GX) ≥ γ|X|/2) ≤ P
(
‖GX‖ ≥

γ|X|2

4

)
= P

(
Z|AX |(|X|−|AX |) ≥

γ|X|2

4

)
≤ P

(
Z |X|2

4

≥ γ|X|2

4

)
= P

(
Z |X|2

4

≤ (1− γ)
|X|2

4

)

≤ exp

−2
(
|X|2
8
− (1− γ) |X|

2

4

)2
|X|2
4


= exp

(
−1

2

(
γ − 1

2

)2
|X|2

)
.

We used Hoeffding’s inequality 5.2 with n = |X|2/4, p = 1/2 and k = (1 − γ)|X|2/4
to obtain the upper bound for the binomial distribution. Now, we can calculate the
probability that G as a whole does not have a monochromatic subgraph of high enough
minimum degree. Therefore, we define G as bad if there exists a set X ⊆ V (G) with
|X| ≥ n and δ(GX) ≥ γ|X|/2.
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P (G is bad) ≤ 2
m∑
j=n

(
m

j

)
e−

1
2
(γ− 1

2
)2j2

≤ 2
m∑
j=n

(
em

j

)j
e−

1
2
(γ− 1

2
)2j2

≤
m∑
j=n

2ej

jj
e

1
4
(γ− 1

2
)2nje−

1
2
(γ− 1

2
)2j2

≤
m∑
j=n

e−
1
4
(γ− 1

2
)2j2

≤ e
1
4
(γ− 1

2
)2ne−

1
4
(γ− 1

2
)2n2

= e−
1
4
n(n−1)(γ− 1

2
)2

< 1

Thus, G is bad with probability less than one. This means that there exists a coloring
of G which contains no monochromatic subgraph GX of order at least n and minimum
degree at least γ|X|/2. This implies Rbip

γ (n) ≥ cn with c = e
1
4
(γ− 1

2
)2 .

Using the methodology above we can calculate the constant c(γ) in Proposition 4.3
where we obtain c(γ) = e(γ−

1
2
)2 .

Proof of Proposition 4.3. Let G be a full bipartite graph on m vertices. We indepen-
dently color an edge between any pair of vertices xy red with probability p = 1

2
, otherwise

blue. Without loss of generality, for any X ⊆ V (G) let GX denote a subgraph induced
by X using only red edges from G.

If δ(GX) ≥ γ(|X| − 1) then GX has at more than γ|X|2
2

edges. For k ∈ N, let Zk be a
independent random variable with Zk ∼ Bin(k, 1

2
). We can bound the probability of a

fixed subgraph GX to fulfill δ(GX) ≥ γ(|X| − 1) by
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P (δ(GX) ≥ γ(|X| − 1)) ≤ P
(
‖GX‖ >

γ|X|2

2

)
= P

(
Z(|X|2 ) >

γ|X|2

2

)
≤ P

(
Z |X|2

2

>
γ|X|2

2

)
≤ P

(
Z |X|2

2

≤ (1− γ)
|X|2

2

)

≤ exp

−2
(
|X|2
4
− (1− γ) |X|

2

2

)2
|X|2
4


= exp

(
−2
(
γ − 1

2

)2
|X|2

)
Now, we can calculate the probability that G as a whole does not have a monochro-

matic subgraph of sufficient size and minimum degree. Again, we define G as bad if there
exists a set X ⊆ V (G) with |X| ≥ n and δ(GX) ≥ γ|X|/2. We choose m = e(γ−

1
2
)2n.

P (G is bad) ≤ 2
m∑
j=n

(
m

j

)
e−2(γ−

1
2
)2j2

≤ 2
m∑
j=n

(
em

j

)j
e−2(γ−

1
2
)2j2

≤
m∑
j=n

2ej

jj
e(γ−

1
2
)2nje−2(γ−

1
2
)2j2

≤
m∑
j=n

e−(γ−
1
2
)2j2

≤ e(γ−
1
2
)2ne−(γ−

1
2
)2n2

= e−n(n−1)(γ−
1
2
)2

< 1

Again, since G is bad with probability less than one this means there exists a coloring
of G which contains no monochromatic subgraph GX of sufficient order and minimum
degree if |G| ≤ en(γ−

1
2
)2
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5.2 Minimum Degree Ramsey Number

In this section, we take a deeper look into results of Bickle [Bic10][Bic12] and Klein and
Schönheim [KS92]. We provide results and explanations as well as alternative proofs.
Recall the minimum degree Ramsey number RD

r (n) only depends on the minimum degree
of the subgraph. We define, for any n ∈ N, the class Dn as the class of all graphs with
minimum degree at least n. By definition, the classes are nested, i.e. Dn ⊂ Dn−1. For
integers n and r with r ≥ 2, we define the minimum degree Ramsey Number RD

r (n) as
the smallest integer m such that any edge-r-coloring of Km contains a monochromatic
subgraph G with G ∈ Dn. We may use Bickle’s notion of k-cores, whereas a k-core of a
graph G is defined as the maximal induced subgraph H ⊂ G such that δ(H) ≥ k if it
exists.

5.2.1 Minimum Degree Ramsey Number for Two Colors

In the two colored case, we first obtain simple bounds on RD
2 (n). Then, we improve them

to tight bounds for all n ∈ N by using a new coloring algorithm for the lower bound and
a counting argument for the upper bound. For simplicity, we write RD(n) := RD

2 (n).
First, we introduce a proposition that allows us to only search for subgraphs of minimum
degree exactly n since any subgraph of minimum degree greater than n must contain a
subgraph with minimum degree exactly n.

Lemma 5.4. Any graph G in Dn\Dn+1 contains a subgraph H ⊂ G with H ∈ Dn−1\Dn.

Proof. Let G ∈ Dn \ Dn+1. Let v ∈ G be a vertex of G with dG(v) = n. Let w be
a neighbour of v in G. Removing a vertex from G reduces the degree of all remaining
vertices in G by at most one. Thus, δ(G − w) = n − 1 since dG−w(v) = dG(v) − 1 =

n− 1.

Obviously RD(1) = 2, since any two vertices connected by an edge induce a subgraph
of minimum degree one. A simple argument based on forests is used below to show that
RD(2) = 5.

Proposition 5.5. RD(2) = 5.

Proof. Take K4 with the vertices v1, v2, v3 and v4. Color the edges v1v2, v2v3 and v3v4
red, the rest blue as seen in Figure 12. Then, the red and blue subgraph both form a
path, thus there exists no monochromatic subgraph with minimum degree two in this
coloring of K4.
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v1

v2 v3

v4

Figure 12: Edge-coloring of K4 in two colors with no subgraphs of minimum degree
greater than one.

Furthermore, any non-empty graph with no subgraph of minimum degree two must
be a forest. A forest on five vertices contains at most four edges. Since 2 · 4 < 10 =

(
5
2

)
,

any edge-two-coloring of K5 must contain a monochromatic subgraph with minimum
degree at least 2.

As a simple general lower bound it is easy to show that for any n ≥ 2, RD(n) ≥ 2n+1.
We show that there exists a graph on 2n vertices that does not contain a subgraph H
with minimum degree δ(H) ≥ n. Therefore, we take two red Kn and color all edges
between them blue, except for one edge xy which will also be red. Then, there can be
no monochromatic red subgraph Hr of sufficient minimum degree, because except for
x and y all vertices have red degree n − 1. There can also be no monochromatic blue
subgraph Hb of sufficient minimum degree since x and y have db(x) = db(y) = n− 1 and
thus can not be in Hb. Since the remaining vertices form a blue Kn−1,n−1, we are done.
An example can be seen in Figure 13.

A simple upper bound for the general case is obtained by using the following lemma
about the existence of subgraphs with minimum degree of a fraction of the average
degree of the original graph.

Lemma 5.6. Let G be a graph with average degree ν. Then, there exists a subgraph H
with minimum degree at least dν/2e.

Proof. Let G be a n-vertex graph with average degree ν. This implies ‖G‖ = nν
2
. Define

G = G0. Now, in every step we remove a vertex vi of minimal degree from Gi−1 if
dGi−1

(v) < ν
2
to obtain Gi. Suppose the algorithm does not terminate until all vertices

are removed. Since this would imply
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Kn Kn

Kn,n

Figure 13: A general construction of a graph on 2n vertices with no subgraph of minimum
degree n as two red Kn with a blue Kn,n with one red edge in between and
an example for n = 4.

‖G‖ =
n∑
i=1

dGi−1
(vi) <

nν

2

we get a contradiction. Thus, the algorithm has to terminate for some Gk with k < n.
Then, H = Gk is a subgraph with δ(H) ≥ dν

2
e.

With Lemma 5.6, we prove that for any n ∈ N we have RD(n) ≤ 4n. Therefore, we let
C be any red and blue coloring of K4n. Without loss of generality, we assume that there
are at least as many red as blue edges. Let G be the graph consisting of all vertices and
only the red edges. We have

‖G‖ ≥
(
4n
2

)
2

=
4n(4n− 1)

4
,

thus the average degree of G is 4n−1
2

. Using Lemma 5.6, we get that G contains a
subgraph H with minimum degree d4n−1

4
e = n. We conclude that RD(n) grows linear in

n.

A tight upper bound can be obtained by an inductive approach, where we iteratively
remove a vertex of minimal degree to calculate the maximum number of edges in a graph
that does not contain a subgraph with minimum degree n. Theorem 5.9 yields an upper
bound on the Ramsey number RD(n) which is approximately (2 +

√
2)n ≈ 3, 41n. We

first have to introduce two lemmas. The first yields a vertex with bounded degree, if a
graph does not contain a subgraph of high minimum degree.
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Lemma 5.7. Let G be a graph that does not contain a subgraph H with δ(H) = n. Then
there exists a vertex v in V (G) with d(v) ≤ n− 1.

Proof. Suppose there exists no vertex v with d(v) ≤ n − 1. Then δ(G) ≥ n and we
choose H = G.

We can use Lemma 5.7 to prove the following lemma via induction. An equivalent
statement can be found in [CY03] and [Bol04].

Lemma 5.8. For fixed natural numbers n and m, any m-vertex graph G that does not
contain a subgraph H with δ(H) ≥ n has at most (m− n)(n− 1) + n(n−1)

2
edges.

Proof. Define G0 = G. Since G does not contain a subgraph H with δ(H) ≥ n, by
Lemma 5.7 there exists a vertex v1 ∈ V (G0) with dG0(v1) ≤ n−1. Define Gi = Gi−1−vi
with vi from Lemma 5.7. We have dGi−1

(vi) ≤ n− 1. Stop when |Gi| = n. Since only n
vertices are left, we may assume Gi = Kn to obtain the maximum number of remaining
edges. Now we can bound |G| by

|G| ≤
m−n∑
i=1

dGi−1
(vi) +

(
n

2

)
= (m− n)(n− 1) +

n(n− 1)

2
.

Theorem 5.9. For n ∈ N, we have RD(n) ≤
⌊(

2 +
√

2
√

1 + 1
8(n−1)2

)
(n− 1) + 3

2

⌋
.

Proof. Letm be an integer depending on n that will be determined later. We use Lemma
5.8 and the Pigeonhole Principle to bound the order of Km based on the number of
monochromatic edges in any edge-two-coloring of Km.

Km has
(
m
2

)
edges. By Pigeonhole Principle in any edge-two-coloring, one color class

has at least
(
m
2

)
/2 = (m− 1)m/4 edges. Thus, by Lemma 5.8 any edge-two-coloring of

Km contains a monochromatic subgraph H with δ(H) ≥ n if

(m− 1)m

4
> (m− n)(n− 1) +

n(n− 1)

2

⇐⇒ m2 −m > 4mn− 4m− 4n2 + 4n+ 2n2 − 2n

⇐⇒ m2 + (3− 4n)m+ 2n2 − 2n > 0.

For fixed n, the quadratic equation g(m) := m2 + (3− 4n)m + 2n2 − 2n = 0 has the
two solutions
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m1,2 =
4n− 3±

√
8n2 − 16n+ 9

2
.

We take m as the largest integer for which g(m) is negative. That is

m =

⌊
4n− 3 +

√
8n2 − 16n+ 9

2

⌋
=

⌊(
2 +
√

2

√
1 +

1

8(n− 1)2

)
(n− 1) +

1

2

⌋
.

Thus, if we pick Km+1 in any edge-two-coloring either the red or the blue subgraph
will contain a subgraph with minimum degree at least n. This implies the theorem.

Lemma 5.7 yields an interesting relation between degenerate graphs and graphs with
no subgraph of certain minimum degree. Recall, a graph G is called q-degenerate if there
exists a left to right ordering of the vertices V (G) such that each vertex sends at most
q edges to the right.

Corollary 5.10. For any graph G and n ∈ N, G has no subgraph H with δ(H) ≥ n if
and only if G is (n− 1)-degenerate.

Proof. “⇒” : Use Lemma 5.7 iteratively to obtain a vertex ordering that shows (n− 1)-
degeneracy.

“⇐” : Let (v1, v2, . . . , vn) be an ordering of the vertices of G that shows (n − 1)-
degeneracy. Let H be a subgraph of G with V (H) = (vH1 , vH2 , . . . , vHk

) whereas H1 <

H2 < . . . < Hk. Then δ(H) ≤ d(vH1) ≤ n− 1.

Since Corollary 5.10 leaves quite a lot of flexibility in how to construct a graph such
that it contains no subgraph with minimum degree at least n, we use this freedom to
distribute edges in a way to obtain a good lower bound on RD(n). Therefore, we need
to construct a graph G that is (n− 1)–degenerate, where the complement G contains no
subgraph with minimum degree n.

One way to obtain a lower bound of RD(n) ≥ 3n − 1 for n ∈ N is to take Cn−1
3n−2 and

remove all edges that cross an imaginary line between two vertices that are adjacent on
the cycle, as seen in Figure 14. The graph on the left side can not contain a subgraph
of minimum degree at least n since it is (n − 1)–degenerate, which can be seen by
numbering the vertices clockwise starting from the cut. The graph on the right can
not contain a subgraph of minimum degree at least n, since the vertices without a
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Cut Insert

Figure 14: ”Coloring“ of K10 with no subgraph of minimum degree at least 4.

red edge from the cut have degree n − 1 and thus can not be in such a subgraph.
The remaining graph is a Kn−1,n−1 which can also not contain a subgraph of minimum
degree n. This result is tight with the upper bound from Theorem 5.9 until n = 4,
but can be further improved by constructing the red and blue coloring of Km such
that each color class resembles a (n − 1)–degenerate graph. Therefore, we define an
algorithm that constructs a perfect packing of two (n − 1)-degenerate graphs into a
complete graph of order m(n). Since the algorithm presented below manages this for

m(n) =

⌊(
2 +
√

2
√

1 + 1
8(n−1)2

)
(n− 1) + 1

2

⌋
, we obtain a tight lower bound on RD(n)

for all n ∈ N.

Theorem 5.11. For n ∈ N, RD(n) ≥
⌊(

2 +
√

2
√

1 + 1
8(n−1)2

)
(n− 1) + 3

2

⌋
.

Proof. We provide a coloring algorithm that yields a perfect packing of two
(n − 1)–degenerate graphs R and B into Km with m := m(n) =⌊(

2 +
√

2
√

1 + 1
8(n−1)2

)
(n− 1) + 1

2

⌋
. The basic idea is to combine two (n − 1)-

degenerate graphs in opposite directions on a vertex set v1, . . . , vm, i.e. one graph sends
at most (n− 1) edges to the right (with increasing overall degrees to the right) and the
other graph at most (n− 1) edges to the left (with increasing overall degrees to the left)
for each vertex. Then, Corollary 5.10 implies thatKm does not contain a monochromatic
subgraph with minimum degree n. An example of the following construction for n = 5
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v1 v2

v3

v4

v5

v6

v7

v8v9

v10

v11

v12

v13

v14 v1

v2

v3

v4

v5

v6 v7

v8

v9

v10

v11

v12

v13v14

Figure 15: A perfect packing of two 4–degenerate graphs into K14 with B in blue and R
in red whereas the black edge can be placed in either graph.

can be seen in Figure 15.

Let v1, v2, . . . , vm be m ordered vertices. For convenience, we further label vi = vm+1−i

for i = 1, . . . ,m as a reverse labeling and define Bi = B[v1, . . . , vi]. We construct B by
starting with Bn = Kn and iteratively connecting each vertex vi for i = n + 1, . . . ,m

with at most n− 1 edges to vertices in {v1, v2, . . . , vi−1}, which will be selected in a way
that Ri := Bi is (n − 1)–degenerate. Therefore, we calculate a lower bound on dB(vi)

for each vi. For i = 1, . . . , n, we want dB(vi) ≥ m−n. For i = n+1, . . . ,m−n, we want
dB(vi) ≥ m− i and for the last vi with i = m− n + 1, . . . ,m, we want dB(vi) ≥ n− 1.
An overview can be seen in Table 2.

Claim 1: If B is (n− 1)–degenerate with the vertex ordering v1, . . . , vm and each vertex
has degree as seen in Table 2, then R = B is (n−1)–degenerate with the vertex ordering
v1, . . . , vm.
Proof: For i = 1, . . . , n, dB(vi) ≥ m−n implies dR(vi) ≤ (m−1)−(m−n) = n−1. SinceB
is (n−1)–degenerate, we have for i = n+1, . . . ,m−n that dBi−1

(vi) ≤ n−1, which implies
dRi−1

(vi) ≥ (i−1)−(n−1) = i−n. Thus dR[vi+1,...,vm](vi) = (m−1)−dR(vi)−dRi−1
(vi) ≤

(m − 1) − (m − i) − (i − n) = n − 1. The last n vertices vm−n+1, . . . , vm send at most
n− 1 edges to the right by definition of the vertex ordering. �
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vertex vm . . . vm−n+1 vm−n . . . vn+1 vn . . . v1

v1 . . . vn vn+1 . . . vm−n vm−n+1 . . . vm

dB(·) ≥ m− n . . . m− n m− n− 1 . . . n n− 1 . . . n− 1

dR(·) ≤ n− 1 . . . n− 1 n . . . m− n− 1 m− n . . . m− n

Table 2: Minimum degrees in (n−1)-degenerate B such that R is also (n−1)-degenerate.

All that is left to show is that there exists a construction of a (n − 1)–degenerate
B such that the degree requirements for Claim 1 are fulfilled. Therefore, define for
i = 2, . . . ,m+ 1 and j = 1, . . . , i− 1

fi(vj) =


(m− n)− dRi−1

(vj) if j ≤ n,

(m− j)− dRi−1
(vj) if n < j < m− n+ 1,

(n− 1)− dRi−1
(vj) if j ≥ m− n+ 1,

with

f(vj) = fm+1(vj) =


(m− n)− dR(vj) if j ≤ n,

(m− j)− dR(vj) if n < j < m− n+ 1,

(n− 1)− dR(vj) if j ≥ m− n+ 1.

We start constructing B on V = {vm, . . . , v1} = {v1, . . . , vm} by setting Bn = Kn.
Now, we iterate for each step i = n+ 1, . . . ,m:

1. Calculate fi(v1), . . . , fi(vi−1).

2. Define Ai as a set of n − 1 vertices from V (Bi−1) with the largest values of fi(·).
If there are more than n − 1 possible choices, choose the ones with the smallest
indices in vi notation.

3. Connect vi to all vertices v ∈ Ai with fi(v) > 0.

An example on how the process distributes new edges can be seen in Table 3. We need
the following claims to ensure that the construction above always yields a valid graph
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that fulfills Claim 1. To achieve that, we need to show that the algorithm puts n − 1

edges in each step until all degree requirements are achieved. Observe that, by definition
of the algorithm fi(vk) ≥ fi(vj) ≥ 0 for i = n+ 1, . . . ,m+ 1 and n+ 1 ≤ k < j ≤ i− 1.

fi(vj) 1 2 3 4 5 6 7 8 9 10 11 12 13

6 5 5 5 5 5
7 5 4 4 4 4 4
8 4 4 4 3 3 3 3
9 3 3 3 3 3 3 2 2
10 3 3 2 2 2 2 2 2 1
11 2 2 2 2 2 2 1 1 1 0
12 2 2 1 1 1 1 1 1 1 0 0
13 1 1 1 1 1 1 1 0 0 0 0 0
14 1 1 1 0 0 0 0 0 0 0 0 0 0

Table 3: Values of fi(vj) in each step of the algorithm for n = 5, whereas i is on the
vertical axis and j on the horizontal axis.

Claim 2: In any step i = n + 1, . . . ,m, if max{fi(v1), . . . , fi(vk)} 6=
min{fi(v1), . . . , fi(vk)} for any k ∈ {1, . . . , i− 1}, then

min{fi+1(v1), . . . , fi+1(vk)} = min{fi(v1), . . . , fi(vk)} − 1

⇒ max{fi+1(v1), . . . , fi+1(vk)} = max{fi(v1), . . . , fi(vk)} − 1.

Proof: We know the minimum and maximum can change at most by one. Suppose there
exists a step i ∈ {n + 1, . . . ,m}, where only the minimum changes. Then, there exists
w ∈ V (Bi−1) with fi+1(w) < min{fi(v1), . . . , fi(vi−1)} and v ∈ V (Bi−1) with fi+1(v) =

max{fi(v1), . . . , fi(vi−1)}. This implies w ∈ Ai and v /∈ Ai which is a contradiction since
fi(w) < fi(v). �

Claim 3: The algorithm distributes n− 1 edges in every step i ≤ m that does not result
in fi+1(v1) = . . . = fi+1(vi) = 0.
Proof: Suppose there is a first step i > n+ 1 where the algorithm places less than n− 1

edges. Since fi(vj) − fi+1(vj) ≤ 1 for any j ∈ {1, . . . , i − 1}, Claim 2 together with
fn+1(v1) = fn+1(v2) = . . . = fn+1(vn) implies that there exists a k < n − 1 such that
fi(v1) = . . . = fi(vk) = 1 and fi(vk+1) = fi(vm) = 0. �
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Suppose after the algorithm finishes, there exists a vertex v with f(v) > 0. This
implies the number of edges needed to be placed by the algorithm Eneed

2Eneed = n(m− n) + n(n− 1) +
m−n∑
i=n+1

(m− i)

= n(m− n) + n(n− 1) + (m− 2n)m+
n2 + n

2
− (m− n)2 − (m− n)

2

=
m2 −m

2
=

(
m

2

)
exceeds the amount of edges that can be placed by the algorithm Eposs, which are by

Claim 3 and choice of m

Eposs = (m− n)(n− 1) +

(
n

2

)
≥
(
m
2

)
2
.

That is a contradiction. Since B is (n − 1)–degenerate by construction and f(v1) =

. . . = f(vm) = 0, Claim 1 implies that R is (n−1)–degenerate as well. Finally, Corollary
5.10 implies the theorem.

Theorem 5.11 together with Theorem 5.9 yields a tight bound on RD(n) for all n ∈ N.
Thus, we conclude that

RD(n) =

⌊(
2 +
√

2

√
1 +

1

8(n− 1)2

)
(n− 1) +

3

2

⌋
.

5.2.2 Multicolored Minimum Degree Ramsey Number

Since we obtained tight bounds in the previous section, we focus our attention on the
usage of more colors for the multicolored minimum degree Ramsey number. Remember,
the minimum degree Ramsey number for r ≥ 2 colors RD

r (n) is defined as the smallest
integerm such that in any edge-r-coloring ofKm, there exists a monochromatic subgraph
H with δ(H) ≥ n. An upper bound on RD

r (n) can be obtained by using the same
methodology as in the two colored case.

Theorem 5.12. For integers n ∈ N and r ≥ 2 we have

RD
r (n) ≤

⌊(
r +

√
r(r − 1)

√
1 +

1

4r(r − 1)(n− 1)2

)
(n− 1) +

3

2

⌋
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Proof. We call any graph G good, if it contains no subgraph H with δ(H) ≥ n and we
call G bad, if it does contain a subgraph H with δ(H) ≥ n. In the following proof, let
G be a good graph on m(n) vertices, whereas m will be determined later as a function
of n. For simplicity, we may simply write m instead of m(n). By Lemma 5.8, we get
that G can contain at most (m − n)(n − 1) + n(n−1)

2
edges. We compare this number

to the smallest number of edges of the maximum size monochromatic subgraph over all
edge-r-colorings of Km. By Pigeonhole Principle, in any edge-r-coloring exists a color
class with at least

(
m
2

)
/r = m(m− 1)/2r edges. We call the graph induced by edges of

this color G. G is bad, if it has more than (m− n)(n− 1) + n(n−1)
2

edges. We calculate

m(m− 1)

2r
> (m− n)(n− 1) +

n(n− 1)

2

⇐⇒ m2 + (2r − 2rn− 1)m+ rn(n− 1) > 0.

For fixed n, r, the quadratic equation g(m) := m2 + (2r− 2rn− 1)m+ rn(n− 1) = 0

has the two solutions

m1,2 =
−2r + 2rn+ 1±

√
(2r − 2rn− 1)2 − 4rn2 + 4rn

2
.

Since Km can only be good if g(m) is negative which is between m1 and m2, we take
m as the largest integer for which g(m) is negative, that is

m(n) =

⌊
−2r + 2rn+ 1±

√
(2r − 2rn− 1)2 − 4rn2 + 4rn

2

⌋

=

⌊
r(n− 1) +

1

2

√
1 + 4r(r − 1)(n− 1)2 +

1

2

⌋

=

⌊(
r +

√
r(r − 1)

√
1 +

1

4r(r − 1)(n− 1)2

)
(n− 1) +

1

2

⌋
Thus, if we pick Km+1 any edge-r-coloring will contain a bad subgraph.

By Corollary 5.10, we see a close relation between the multicolored minimum degree
Ramsey number RD

r (k) and packing and decomposition results. If it is possible, for
integers r and m, to pack r (n − 1)-degenerate graphs into Km then RD

r (n) ≥ m + 1.
Most packing results start with fixed graphs H1, . . . , Hr that are to be packed in a graph
G, in our case it is sufficient to decompose Kn into r unspecified (n − 1)-degenerate
graphs. A decomposition of a graph G is a collection A of edge disjoint subgraphs
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H1, . . . , Hr of G such that every edge of G belongs to exactly one Hi. Our goal is
to maximize n such that Kn can be decomposed into subgraphs H1, . . . , Hr that are
(k − 1)-degenerate. To get a general lower bound on RD

r (2), Proposition 5.13 shows it
is sufficient to look into cycle free decompositions.

Proposition 5.13. Any graph G with δ(G) ≥ 2 contains a cycle.

Proof. Let P = [v0, v1, . . . , vk] be a longest path in G. Since δ(G) = 2, we have d(vk) = 2.
Suppose there exists a vertex v adjacent to vk besides vk−1 that is not in P , then P is
no longest path. Thus, there exists a vertex w = vi in {v0, . . . , vk−2} that is adjacent to
vk. Then C = ({vi, . . . , vk}, {vivi+1, . . . , vk−1vk, vkvi}) is a cycle.

There is a conjecture from Gallai (see [Lov68]) that states if G is a connected graph on
n vertices then G can be decomposed into dn

2
e paths. Progress towards that conjecture

was made by Lovász [Lov68] by proving that any (not necessarily connected) graph G can
be decomposed into bn

2
c paths and cycles. Despite further progress made by Harary and

Schwenk [HS72], Péroche [Pér11], Stanton, James and Cowan [SJC72] and Arumugam
and Suseela [SA98] the conjecture remains unproven, whereas weaker versions are of no
use for our case.

A general tight lower bound is obtained by a sophisticated coloring algorithm of Klein
and Schönheim [KS92] that we will explain in detail below. They prove a theorem on
the existence and order of composed graphs. A graph G, whose edge set is the disjoint
union of the edge sets of graphs M1, . . . ,Mr, where each Mi is a mi-degenerate graph,
is a (m1, . . . ,mr)-composed graph. Using Lemma 5.8 and Corollary 5.10, it is easy to
show that if G is (m1, . . . ,mr)-composed and has n vertices, then

|E(G)| ≤
r∑
i=1

(
min−

mi(mi + 1)

2

)
.

If there is equality in the equation above, we call G (m1, . . . ,mr)-saturated. Otherwise,
we call the difference between the right and the left part the deficiency. If m1 = . . . =

mr = n− 1, we also write G is (r ∗ (n− 1))-saturated. They state the following result

Theorem 5.14 ([KS92]). The complete graph Kn is (m1, . . . ,mr)-composed if and only
if

n ≤ ν(m1, . . . ,mr) :=
r∑
i=1

mi +

⌊
1

2

(
1 +

√
1 + 8

∑
1≤i<j≤r

mimj

)⌋
.
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By setting m1 = . . . = mr = n− 1, together with Corollary 5.10 we deduct

RD
r (n) ≥ r(n− 1) +

⌊
1

2

(
1 +

√
1 + 8

(
r

2

)
(n− 1)2

)⌋
+ 1

=

⌊(
r +

√
r(r − 1)

√
1 +

1

4r(r − 1)(n− 1)2

)
(n− 1) +

3

2

⌋
.

Since we already found a simple proof for a tight upper bound of RD
r (n), we are

interested in their approach for the lower bound. Klein and Schönheim [KS92] present a
iterative coloring algorithm that produces (m1, . . . ,mr)-composed colorings by increasing
the number of vertices and adding a new color in each step. For fixed integersm1, . . . ,mr

and k ≤ r, they define νk := ν(m1, . . . ,mk). In each iteration k, the (m1, . . . ,mk−1)-
composed coloring of Kνk−1

is expanded to a (m1, . . . ,mk)-composed coloring of Kνk .
A simple implementation of this algorithm, visualizing every step, can be found in the
Appendix. Two small corrections to the original algorithm by Klein and Schönheim
[KS92] that would yield infinite loops or open cases are annotated. For a set of integers
m1, . . . ,mr, the algorithm fills a shape that corresponds to the upper right part of the
incidence matrix of Kνr , starting above the main diagonal, as seen exemplary in Table
4. For a graph G with m vertices, the shape has m columns of increasing length starting
from length 0 up to length m− 1. By labeling the vertices of G as v1, . . . , vm, the color
of edge vivj with i < j can be found in row i and column j of the shape. Below, we
show the exemplary construction of Kν(3,3,3), which shows RD

3 (4) > 16, where we keep
count on the variables and steps used in the algorithm. We use the word ”to color" as
a synonym for filling an empty square of the shape. The algorithm works on the rows
and columns of the shape. We further use notation to show when a variable is set and
when it is used, i.e. 3 = t to show that the variable t with value 3 is used and t = 3 to
show that the variable t is set to 3.

The algorithm iterates over the number of colors. In each iteration k there are eight
steps that might be executed and be called repeatedly. First, we want to provide an
informal overview over the functionality of the steps for each iteration k. Therefore,
they can be clustered into groups:

• Step 0 extends the shape from the last iteration by adding empty columns of
increasing length until the shape consists of νk columns of lengths 0, . . . , νk − 1.
Then the last mk rows are completely filled with k’s.

75



5 New Results and Extensive Explanations

Step 0

Graph
saturated?

Step 1
All k

placed?

Step 2

Empty
space to the
left in next

row?

Step 3

Step 4

Only
condition b
is true?

Step 5 Step 6

Step 7

no

yes

yes

next iteration

no

no

yes

yes
no

Figure 16: A sketch on the order of steps in the algorithm. Each iteration starts with
step 0 and ends with step 7. Steps 5 and 6 are used once at the start of each
iteration, if the result of the last iteration is not (m1, . . . ,mk−1)-saturated.
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• Steps 1 to 4 are the only steps that are used several times in each iteration. They
are used either after step 0 or after step 6. They fill the uncolored squares with k’s
and x’s firstly from right to left and secondly from top to bottom such that there
are mk k’s in each (previously partly uncolored) row and at most

∑k−1
i=1 squares

that are empty or marked with x’s in each (previously partly uncolored) column.

• Steps 5 and 6 are used after Step 0, if the result from the last iteration is not
(m1, . . . ,mk−1)-saturated. They recolor some edges from last iterationsMk−1 such
that last iterations M1, . . . ,Mk−2 are saturated. This recoloring of the result of
the last iteration is done in the current iteration as it influences the first added
column. After that Steps 1 to 4 are started.

• Step 7 is the final step in each iteration and fills the squares that are empty or
marked with x’s with colors 1, . . . , k − 1.

An informal overview on how the steps are linked can be found in Figure 16. Now we
can start with the exact algorithm.

We iterate over k, the number of colors. For k = 1 we start with Kν(3) = K4. Since
there is only one color, which we call 1, we color all edges of K4 in 1.

K4 v1 v2 v3 v4

v1 1 1 1

v2 1 1 1

v3 1 1 1

v4 1 1 1

1 1 1
1 1

1

Table 4: The incidence matrix of K4 with non-edges as empty squares and the resulting
shape. Note that we count four columns of lengths 0, 1, 2 and 3 in the shape.

We continue with iteration k = 2. The exact definition of each step is annotated in
gray:

1) Step 0: Extend the shape corresponding to Kνk−1
to the shape corresponding to

Kνk by appending νk− νk−1 columns of lengths νk−1 up to length νk− 1. The first
νk−1 columns retain their coloring. Color the last mk rows by color k. If Kνk−1

is
not (m1, . . . ,mk−1)-saturated go to step 5, else go to step 1 with ν = νk−1 + 1 and
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t = 1.
Increase the number of columns of our triangular shape from 4 = ν1 to 10 = ν2 by
adding 6 = v2−v1 columns starting with length 4 = ν1 and ending with 9 = ν2−1.
The first 4 = ν1 columns keep their coloring. Color the last 3 = mk rows with
k = 2. Since Kν(3) is 3-saturated, go to step 1 with ν = 5 and t = 1.

2) Step 1: Put k’s into row t from right to left starting from the rightmost square
until the number of k’s in the row is mk. Set l = t+ 1. If l < νk −mk, go to step
2 with t = l, else go to step 7.
Color the last 3 fields in row t = 1 with 2. Set l = 2 and t = 2 and go to step 2.

3) Step 2: Set j as the column of the leftmost k in the rightmost string of k′s in row
t− 1 of the shape. If j < t+ 1 or the square in row t and column j − 1 is already
colored, go to step 1, else go to step 3.
The leftmost 2 = k in the rightmost string of k’s is in column j = 8. Go to step 3.

4) Step 3: Put k’s in row l right to left starting from column j − 1, until at least one
of the following conditions is true:

a) k is in column ν and the number of empty squares in column ν is
∑k−1

i=1 mi.

b) The number of k’s in the row is mk.

c) The left neighbour of the last k in column h ≤ vk −mk is x.

d) The last k was put in the most left empty square of the row.

Go to step 4.
In row 2 = l, after putting 2 = k into columns 7, 6, 5 conditions a and b are true.
Go to step 4.

5) Step 4: Continue based on the true cases from step 3:

• If only b occured, go to step 2. Set t = l + 1 and then set l = t.

• If a occured, fill all empty squares in column ν with x and go to step 1 with
t = l + 1 if b occured, else with t = l.

• If c occured, fill all empty squares in column h with x and go to step 1 with
t = l + 1 if b occured, else with t = l.

• If d occured, go to step 1 with t = l + 1 if b occured, else with t = l.
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Since a and b occured, fill column 5 = ν with x and go to step 1 with t = 3.

6) Step 1: Put 2 = k into the 3 = mk rightmost columns in row 3 = t. Set l = 4 and
t = 4 and go to step 2.

7) Step 2: Set j = 8 and go to step 3.

8) Step 3: After placing two 2 = k in row 4 = l, condition c is true with h = 6. Go
to step 4.

9) Step 4: Since only c occured, we fill column 6 = h with x and go to step 1 with
t = 4. The shape is now filled as seen below in Table 5.

10) Step 1: Put one 2 = k in the rightmost column in row 4 = t. Set l = 5 and t = 5

and continue with step 2.

11) Step 2: Set j = 10 and go to step 3.

12) Step 3: After putting 2 = k in columns 9, 8, 7 in row 5 = t, conditions b and c are
true with h = 7. Go to step 4.

13) Step 4: Since b and c occured, fill column 7 = h with x and go to step 1 with t = 6.

14) Step 1: Put 3 = mk, 2 = k into the three empty squares of row 6 = t. Then, go to
step 7. The current state of the shape can be seen in Table 6.

15) Step 7: Replace all x’s and fill all empty squares with colors 1, . . . , k− 1 such that
in each column the number of i’s is at most mi.
Fill all squares that are empty or marked by x’s with color 1.

Finally, we reach iteration k = 3.

1) Step 0: Extend the shape by adding 6 = ν3 − ν2 columns of length 10 = ν2 up to
length 15 = ν3 − 1. Since Kν2 is not (3, 3)-saturated, go to step 5.

2) Step 5: In each of the last mk−1 columns of the shape of Kνk−1
containing less than∑k−2

i=1 mi colors smaller than k − 1 replace some k − 1: Replace at most one per
row, using only the first νk−1 −mk−1 rows, by smaller colors to have each color i
mi times for i = 1, . . . , k − 2.
Replace the 2 = k−1 in (row, column) (1, 8), (3, 9) and (4, 10) by 1 since there are
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1 1 1 x x 2 2 2
1 1 2 2 2

1 x x 2 2 2
x 2 2

x

2 2 2
2 2

2

Table 5: The shape after 9).

1 1 1 x x x 2 2 2
1 1 2 2 2

1 x x x 2 2 2
x 2 2 2

x 2 2 2
x 2 2 2

2 2 2
2 2

2

Table 6: The shape after 14).

Table 7: Several states of the shape corresponding to the incidence matrix of Kν(3,3)

during the algorithm.

only 2 = m1 − 1 1’s in those columns. Remember the rows where a replacement
happened and go to step 6.

3) Step 6: Fill column νk−1 +1 as follows: put k−1 in each row where it got replaced
in step 5 and in the last mk rows. Then, fill the remaining empty squares with mi

i’s for i = 1, . . . , k − 2. After that, the remaining empty squares are filled with k.
Set ν = νk−1 + 2, then go to step 1 with t = 1. Put 2 = k − 1 in rows 1, 3 and 4

in column 11 = νk−1 + 1 aswell as in the last 3 = m2 rows. Fill with 3 = m1 1’s.
The remaining last empty square is set to 3 = k. Then, set ν = 12 and go to step
1 with t = 1.

4) The state of the shape at this point can be seen in Table 9. Continue like for 2 = k

. . .

The final shape for k = r can be seen in Figure 17. Since Theorem 5.14 is defined for all
integers m1, . . . ,mr but we are only interested in the case where m1 = . . . = mr = n−1,
we simplify the proof in Klein an Schönheim [KS92]. Therefore, let r and n be fixed
integers for the rest of this section. For k ≤ r define

νk := ν(n− 1, . . . , n− 1) = k(n− 1) +

⌊
1

2

(
1 +

√
1 + 8

(
k

2

)
(n− 1)2

)⌋

with k times n− 1. We denote the final shape in each iteration k ≤ r by S(k) and the
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M1 v16 v15 v14 v13 v12 v11 v10 v9 v8 v7 v6 v5 v4 v3 v2 v1

M2 v6 v7 v8 v9 v10 v11 v12 v13 v14 v15 v16 v5 v4 v3 v2 v1

M3 v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13 v14 v15 v16

v16 v6 v1 1 1 1 1 1 1 1 2 2 2 2 2 3 3 3
v15 v7 v2 1 1 2 2 2 1 1 1 1 3 3 2 2 3
v14 v8 v3 1 1 1 1 2 1 2 2 2 3 3 3 2
v13 v9 v4 1 2 2 1 1 1 2 3 2 2 3 3
v12 v10 v5 1 2 2 2 1 1 3 3 3 2 2
v11 v11 v6 1 2 2 2 1 2 2 3 3 3
v10 v12 v7 2 2 2 3 3 3 2 2 2
v9 v13 v8 2 2 2 1 1 3 3 3
v8 v14 v9 2 2 3 3 1 1 3
v7 v15 v10 2 1 3 3 3 1
v6 v16 v11 1 1 3 3 3
v5 v5 v12 1 3 3 3
v4 v4 v13 3 3 3
v3 v3 v14 3 3
v2 v2 v15 3
v1 v1 v16

v1
v2

v3

v4

v5

v6

v7 v8
v9

v10

v11

v12

v13

v14

v15
v16

v1

v2

v3

v4

v5

v6
v7v8

v9

v10

v11

v12

v13

v14

v15
v16

v5

v4

v3

v2

v1
v6 v7

v8

v9

v10

v11

v12

v13
v14

v15

v16

Figure 17: The final shape for Kν(3,3,3), the labeling of the vertices and the corresponding
monochromatic 3-degenerate subgraphsM1 in redM2 in blue andM3 in green.
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1 1 1 1 1 1 2 2 2
1 1 2 2 2 1 1 1

1 1 1 1 2 2 2
1 2 2 1 1 2

1 2 2 2 1
1 2 2 2

2 2 2
2 2

2

Table 8: State after 1)

1 1 1 1 1 1 1 2 2 2
1 1 2 2 2 1 1 1 1

1 1 1 1 2 1 2 2
1 2 2 1 1 1 2

1 2 2 2 1 1
1 2 2 2 1

2 2 2 3
2 2 2

2 2
2

Table 9: State after 3)

Table 10: Several states of the first νk−1 + 1 columns of the shape corresponding to the
incidence matrix of Kν(3,3,3) during the algorithm for k = 3.

shape before step 7 by S(k). The deficiency is denoted by

µk := k(n− 1)νk − k
(
n

2

)
−
(
νk
2

)
.

By choice of νk we get µk ≥ 0 for all k = 1, . . . , r. First, we define a labeling function
f r,ni,k = fi,k for each monochromatic subgraph Mi with i ≤ k, that assigns the columns of
S(k) to the vertices of Mi. For integers i ≤ k ≤ r and n with x ∈ [1, . . . , νk], we define
the bijective function into [v1, . . . , vνk ] by

f r,ni,k (x) = fi,k(x) =



vx if i = k

vνk−x+1 if i = 1

vνk−x+1 if 2 ≤ i < k and x ≥ νi + 2

vνk−νi+1 if 2 ≤ i < k and x = νi + 1 and µi = 0

vνk if 2 ≤ i < k and x = νi + 1 and µi > 0

vνk−νi+x if 2 ≤ i < k and x ≤ νi and µi = 0

vνk−νi−1+x if 2 ≤ i < k and x ≤ νi and µi > 0

We further define the breaking point bi(k) for i ≤ k ≤ r as bi(k) = f−1i,k (vνk), this is
the column of S(k) with the highest label for each Mi. We can use the breaking point
to give intuitive labels for each Mi.

82



5 New Results and Extensive Explanations

• For M1, S(k) is labeled in decreasing order from left to right.

• For Mk, S(k) is labeled in increasing order from left to right.

• For Mi with i = 2, . . . , k− 1, S(k) is labeled first in increasing order from right to
left up to column bi(k) + 1, then the remaining columns in increasing order from
left to right, i.e. νi+1, νi+2, . . . , νk, νk−νi, νk−νi−1, . . . , 1 or νi, νi+1, . . . , νk, νk−
νi − 1, νk − νi − 2, . . . , 1, depending on µi.

By the chosen labeling, it is easy to see that Mi with i ≤ k is (n − 1)-degenerate
after iteration k if and only if each column of S(k) to the right of column bi(k) contains
at most (n − 1) i’s and each row contains at most (n − 1) i’s in columns 1, . . . , bi(k).
Furthermore, by definition of fi,k, we have b1(k) = 1 for all k = 1, . . . , r and bi(i) = νi

for i = 2, . . . , r. If µi > 0, then bi(i + 1) = bi(i) + 1 = νi + 1, else bi(i + 1) = bi(i). For
i+ 1 ≤ j ≤ r − 1, bi(j) remains constant, i.e. bi(j + 1) = bi(j).

We proceed by induction on k. For k = 1, there is only M1 and all edges are color 1.
Since |M1| = ν1 = n, M1 is (n− 1)-degenerate.

For the induction step from k − 1 to k (k ≤ r) we need to show:

(i) There are at most (n− 1) k’s in each row of S(k).

(ii) For i = 1, . . . , k − 2, there are at most (n− 1) i’s in the columns νk−1 + 1, . . . , νk.

(iii) There are at most (n− 1) (k − 1)’s in each row up to column bk−1(k) and in each
column bk−1(k) + 1, . . . , νk.

(iv) There are at least µk k’s in rows 1, . . . , νk − n in each of the last (n− 1) columns
of S(k).

Pats (i),(ii) and (iii) guarantee the (n−1)-degeneracy of eachMi and (iv) is needed as
a requirement for steps 5 and 6. Part (i) is an immediate consequence of the algorithm.

Proposition 5.15 (Klein and Schönheim [KS92]). The number of k’s in row i of S(k)

for i ≤ νk − (n − 1) is exactly n − 1 and is n − 1 − i in row νk + i − (n − 1) for the
remaining rows. In the second case the rows are filled uniquely with k’s. Thus, Mk is
(n− 1)-degenerate and (n− 1)-saturated in S(k).
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Proof. For row i ≤ νk − (n − 1), the algorithm starts to place k’s in row i until one of
the conditions in step 3 is met. If condition b is one of them, the algorithm continues
with the next row, if not it calls step 1 to fill the row with k until there are exactly n−1

and then continues with the next row. The last n− 1 rows are filled completely by k in
step 0. Thus Mk is (n − 1)-saturated. The labeling fk,k(i) = vi for i = 1, . . . , νk shows
the (n− 1)-degeneracy.

For (ii), (iii) and (iv), the following observations shall summarize in an intuitive way
how the k’s are introduced into the shape, except those introduced by step 0 and step
6. We define the successor of a k as the next k that is introduced by the algorithm and
the predecessor analogously as the k that was previously introduced. The first k does
not have a predecessor, the last k does not have a successor.

Observation 1. The successor of a k is in the column to its left or in the rightmost
column and either in the same row (if there are less than n−1 k’s in that row) or in the
next row (if there are n − 1 k’s in that row). The successor of a k is in the rightmost
column if and only if one of the following holds

a) k is in column ν.

b) k is the leftmost square of its row.

c) k’s left neighbour is x.

d) k’s left neighbour is the leftmost square in the row and the number of k’s in the
row is n− 1.

In each column is at most one k in position b, c or d.

Observation 2. Every k not in the rightmost column has a predecessor in the column
to its right, either in the same row or in the row above.

With Observations 1 and 2, we can define a column wise counting of the k’s in all but
the last n− 1 rows of each column of S(k). Therefore, we define by φj(·) the number of
one of the symbols x, k or 0 in column j of S(k) in all but the last n−1 rows. The symbol
0 represents empty squares. For the evaluation of φ, we distinguish left L, middleM and
right part R of the columns bk−1(k) + 1, . . . , νk of S(k). Therefore, let t be the number
of columns containing x. The left part L consists of columns bk−1(k)+1, . . . , bk−1(k)+ t.
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By condition c in steps 3 and 4, we get t ≤ νk − bk−1(k) − (n − 1). The last n − 1

columns are the right part R of the shape, the remaining columns in between are M . If
t = νk−bk−1(k)−(n−1), the middle part is empty. By conditions a and c in steps 3 and
4 any column in L contains only x and k. All columns in M and R contain only k and
empty spaces. In any case, either the number of x’s in column bk−1(k) is (k− 1)(n− 1),
or else there the number of empty places is greater than (k− 1)(n− 1) and there are no
x’s in any column.

Proposition 5.16 (Klein and Schönheim [KS92]). With L,M,R and φ as defined above,
we have:

1) For j, j − 1 in L ∪M ∪R,
φj(k) ≥ φj−1(k).

2) For j, j − 1 both in M or both in R,

φj−1(k) + 1 ≥ φj(k) ≥ φj−1(k).

3) For j, j − 1 in L,
φj(k) = φj−1(k) + 1.

Proof. By Observation 2 every k not in the rightmost column has a predecessor in the
column to its right, this implies 1). Furthermore, φj−1(k) + 1 ≥ φj(k) for j − 1, j both
in M or R follows from Observation 1 since for every k, the successor is in the column
to its left except if b or d is true which can only happen once per column. Finally 3)
follows from part c of Observation 1 that also happens once per column in L.

If µk−1 = 0, it is sufficient to show for all columns in L ∪M ∪ R that the number of
empty or x entries in S(k) is at most (k − 1)(n − 1) to prove (ii). If µk−1 > 0, column
νk−1 + 1 is filled with at most (n− 1) i’s for i = 1, . . . , k − 2 in step 6.

Lemma 5.17. In each column in L the number of x’s is (k − 1)(n − 1), i.e. φj(x) =

(k − 1)(n− 1) for j ∈ L.

Proof. Remember t is the number of columns containing x and any column in L contains
only x’s and k’s. If t = 0, there is nothing to prove. If t ≥ 1, the first column is bk−1(k)

filled with exactly (k − 1)(n − 1) x’s by condition c in steps 3 and 4. By induction on
j for 2 ≤ j ≤ t, we get by part 3) of Proposition 5.16 that φj(k) = φj−1(k) + 1. Since
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there is also exactly one more square in column j than in column j − 1 it follows that
φj(x) = φj−1(x).

We continue with parts M and R.

Proposition 5.18. For j and j + 1 in M

φj+1(0) ≥ φj(0) ≥ (k − 1)(n− 1)

Proof. Note that any column in M contains only empty squares and k’s. By part 2 of
Proposition 5.16, we have φj(k) + 1 ≥ φj+1(k). Since column j has length j − 1 we get
φj+1(0) = j − φj+1(k) ≥ j − φj(k)− 1 = φj(0). If L = ∅, note that the leftmost column
j in M is j = bk−1 + 1 = ν. Since it did not get filled with x’s, by condition a of step 3
we have φj(0) > (k− 1)(n− 1). If L 6= ∅, part c) of Observation 1 does not occur in the
leftmost column of M , thus for every x in the rightmost column of L, there must be a
empty space in the leftmost column of M . The claim follows by Lemma 5.17.

Proposition 5.19. Let j be the column to the left of R. If M 6= ∅, there exists an
integer s with 0 ≤ s ≤ (n − 1) such that the first (n − 1) − s columns of R have φj(0)

empty squares and the last s columns have φj(0) - 1 empty squares. If M = ∅, there is
a constant c ≤ φj(x) such that the claim above remains true with φj(0) replaced by c.

Proof. Note that rows νk − (n − 1), . . . , νk − 1 are filled with k’s. The proposition is a
direct consequence of Observation 1 and 2. On the one hand, any k not in the rightmost
column has a predecessor in the column to its right. On the other hand, every k in R
(and L ∪M) has a successor in the column to its left, unless it is the last k or the left
neighbour is x. Between placing two k’s in the rightmost column, the algorithm puts
exactly one k in each column in R. The columns of R to the left of the last k have φj(0),
respectively c empty squares and the remaining s columns have φj(0) − 1 respectively
c− 1 empty squares.

Lemma 5.20. The number of empty squares in each column of M ∪ R is at most
(k − 1)(n− 1) and in M exactly (k − 1)(n− 1).

Proof. If t = νk − bk−1(k) − (n − 1), then M = ∅ and we only consider R, i.e. columns
with index at least νk−(n−1). Column j = νk−(n−1) belongs to L and has by Lemma
5.17 exactly (k−1)(n−1) x’s, therefore νk−n−(k−1)(n−1) squares are filled with k’s.
Observation 2 implies that φj+i(0) ≤ νk−n+i−(νk−n−(k−1)(n−1)) = i+(k−1)(n−1)
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with i = 1, . . . , n − 1. Since the last i columns are filled with k’s by step 0, we get
φj+i(0) ≤ (k − 1)(n− 1) for (i+ j) ∈ R.

If M 6= ∅, by Proposition 5.18 for M it is sufficient to show that for m ∈M , φm(0) ≤
(k−1)(n−1). Therefore, suppose there is a first column q inM in which there are more
than (k − 1)(n − 1) empty squares. It follows that for all m ≥ q the number of empty
squares is larger than (k − 1)(n − 1) and for all m < q the number of empty squares
is at least (k − 1)(n − 1). Using Proposition 5.19 with φj(0) ≥ (k − 1)(n − 1) + 1, the
number of empty squares in each column of R is at least (k − 1)(n − 1). Furthermore,
we know there are (n − 1)νk −

(
n
2

)
k’s and thus the number of necessary squares N in

columns νk−1 + 1, . . . , νk to accommodate all empty and k-squares is

N > νk(n− 1)− (n− 1)n

2
+ (νk − νk−1)(k − 1)(n− 1) + µk−1.

Comparing with the actual number of squares A in columns νk−1 + 1, . . . , νk

A =
1

2
(νk − νk−1)(νk − 1 + νk−1),

one can show that by definition of νk, there are more necessary squares than actual
squares. Thus, there is no column q in M with more than (k− 1)(n− 1) empty squares.
Proposition 5.19 with φj(x) = φj(0) = (k − 1)(n − 1) implies the number of empty
squares in each column of R is at most (k − 1)(n− 1).

This completes the requirements of (ii) as well as the second part of (iii). For the first
part of (iii) it is sufficient to see that the number of (k−1)’s in rows 1, . . . , νk−1− (n−1)

does not change in steps 5 and 6 and is increased by one in rows νk−1−(n−1)+1, . . . , νk−1,
which contained at most (n − 2) (k − 1)’s each. All that is left is to show that steps 5
and 6 are possible when used, which is implied by (iv).

Lemma 5.21. In each of the last n − 1 columns of S(k), there are at least µk k’s in
rows 1, . . . , νk − n.

Proof. Define

zk :=
1

2

(
1 +

√
1 + 8

(
k

2

)
(n− 1)2

)
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and note that νk = k(n− 1) + bzkc. Inserting into the definition of µk yields

µk := k(n− 1)νk −
(
n

2

)
k −

(
νk
2

)
= k(n− 1)(k(n− 1) + bzkc)−

n(n− 1)k

2
− (k(n− 1) + bzkc)(k(n− 1) + bzkc − 1)

2

=
1

2
(k(k − 1)(n− 1)2 − bzkc2 + bzkc).

(1)

Furthermore, with z2k = zk + k(k − 1)(n− 1)2

bzkc2 + bzkc > (zk − 1)2 + (zk − 1)

= z2k − zk
= k(k − 1)(n− 1)2.

(2)

Inserting (2) into (1) yields µk < bzkc. Since µk ∈ N, we get µk ≤ bzkc−1. By Lemma
5.20 the maximum number of empty squares in any column of R is q ≤ (k − 1)(n− 1).
Thus the number of k’s in the first νk − n rows of any column in R is at least

νk − 1− (n− 1)− q = (k − 1)(n− 1) + bzkc − 1− q

≥ bzkc − 1

≥ µk.

This proves (iv) and finishes the induction. Finally, we can state the exact multicolored
minimum degree Ramsey number as

RD
r (n) =

⌊(
r +

√
r(r − 1)

√
1 +

1

4r(r − 1)(n− 1)2

)
(n− 1) +

3

2

⌋
.

An overview on small multicolored minimum degree Ramsey numbers can be found
in Table 11.

An interesting result can be obtained from Lemma 5.21. By inserting n = 2 into the
definition of zk = 1

2

(
1 +

√
1 + 8

(
k
2

)
(n− 1)2

)
, we get

zk =
1

2

(
1 +

√
1 + 8

(
k

2

))

=
1

2

(
1 +

√
(2k − 1)2

)
= k.
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n = 1 2 3 4 5 6 7 8 9

r = 2 2 5 8 11 15 18 22 25 28

r = 3 2 7 12 17 23 28 34 39 45

r = 4 2 9 16 23 31 38 46 53 61

r = 5 2 11 20 29 39 48 58 67 77

Table 11: Small multicolored minimum degree Ramsey numbers RD
r (n).

By inserting zk = k into µk = 1
2
(k(k−1)−bzkc2 +bzkc), we get µk = 0 for all k. Thus,

the algorithm will never use steps 5 and 6. In this case the algorithm will never change
the color of already colored edges, as seen in Figure 18. It is easy to see that this holds
true in all cases where zk is an integer. An example of the algorithm recoloring edges
can be seen in Figure 19.
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1 1 2 2 3 3 4 4 5

2 1 3 2 4 3 5 4

2 1 3 2 4 3 5

3 1 4 2 5 3

3 1 4 2 5

4 1 5 2

4 1 5

5 1

5

Figure 18: The colorings obtained from the algorithm for n = 2, r = 2, . . . , 5 and the
shape S(5). In this special case the algorithm never recolors, i.e. S(k) for
k = 1, . . . , 4 consists of the first νk columns of S(5).
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1

7

8

15

1 15 1151

3

4

15

1

17

7

1

11 1

111

3

4

11

1 1 1 1 2 1 2 2 1 3 3 3 4 4

1 2 2 1 1 1 3 2 1 3 4 3 4

1 1 2 2 1 3 3 2 1 4 4 3

2 1 2 3 2 2 3 1 3 4 4

2 2 3 1 3 2 2 4 3 4

2 2 3 1 3 2 4 4 3

2 3 3 1 4 2 2 4

1 3 3 4 2 4 2

3 3 4 4 2 2

3 3 1 4 4

3 4 1 4

1 4 4

4 4

4

Figure 19: The colorings obtained from the algorithm for n = 3, r = 2, . . . , 4 and the
shape S(4). Recolored edges in each iteration are drawn in black. They
are indicated by a dotted line in their former color class. The former colors
of recolored edges can be seen as the color of the number in S(4). The
vertex orderings obtained by the labeling function that prove 2-degeneracy
are indicated by numbers on the vertices. Every labeling is either completely
clockwise, completely counterclockwise or changes once from counterclockwise
to clockwise.
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6 Appendix

Appended is a corrected python implementation of the coloring algorithm from Klein
and Schönheim [KS92] that displays each step. Some small mistakes that yield infinite
loops in the original algorithm in steps 3 and 4 are corrected and annotated. By setting
the values m1, . . . ,mr in the variable m_array, the algorithm constructs the shape S(k)

such that each Mi is mi-degenerate.

6.1 Coloring Algorithm

1 # −∗− coding : u t f−8 −∗−

3 import math
import numpy as np

5 import l o gg ing

7 # Degeneracy o f the d i f f e r e n t subgraphs
m_array=[3 ,3 ,6 ]

9
"""This c l a s s con ta ins a i t e r a t i v e cons t ruc t i on a l gor i thm fo r a

11 c o l o r i n g o f K_n in l en (m_array) c o l o r s such t ha t n i s maximal wh i l e
each monochromatic subgraph has degeneracy as g iven in m_array . The

13 r e s u l t i s presen ted as the upper r i g h t t r i a n g l e o f the inc idence
matrix o f K_n, s t a r t i n g above the main d iagona l wi th

15 i n t e g e r s f i l l e d in r ep r e s en t i n g the co l o r o f each edge . """
class c o l o r i n g :

17

19 """ Constructor o f the c o l o r i gn c l a s s . """
def __init__( s e l f , m_array ) :

21
s e l f . m_array = m_array

23 s e l f . n = s e l f . function_v ( len ( s e l f . m_array ) )
s e l f . co lo r ing_array = np . z e r o s ( ( s e l f . n , s e l f . n ) )

25

27 """ This method c a l c u l a t e s the maximal order n o f K_n when us ing the
f i r s t k

co l o r c l a s s e s wi th g iven degeneracy . """
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29 def function_v ( s e l f , k ) :

31 # Se l e c t the k f i r s t m_i
array = s e l f . m_array [ : k ]

33
# Ca lcu l a t e the t r i a n g l e sum product

35 sum_prod = 0
for j in range ( len ( array ) ) :

37 for i in range (0 , j ) :
sum_prod += array [ j ]∗ array [ i ]

39
# Set v_k

41 v_k = sum( array ) + math . f l o o r (1/2∗(1+math . s q r t (1+8∗sum_prod) ) )

43 return v_k

45
""" This method c a l c u l a t e s the maximum number o f edges a (m_1, . . . ,m_k)

47 graph on n v e r t i c e s can conta in . """
def func t i on_saturat i on ( s e l f , k ) :

49
n = s e l f . function_v (k )

51
sa tu ra t i on = 0

53 for i in s e l f . m_array [ : k ] :
s a tu ra t i on += i ∗n − i ∗( i +1)/2

55
return int ( s a tu ra t i on )

57
""" This method c a l c u l a t e s the d e f i c i e n c y . """

59 def f unc t i on_de f i c i en cy ( s e l f , k ) :

61 n = s e l f . function_v (k )

63 d e f i c i e n c y = s e l f . func t i on_saturat i on (k ) − int (n∗(n−1)/2)

65 return d e f i c i e n c y

67
""" This i s the main method t ha t i t e r a t i v e l y con s t r u c t s the co lo r ing ,
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69 s t a r t i n g wi th one co l o r up to l en (m_array) c o l o r s . """
def c r ea t e_co l o r ing ( s e l f ) :

71
# Step f o r k = 1

73 k=1

75 # Set v_1
current_v_i = s e l f . function_v (k )

77
# Create c o l o r i n g array

79 co lor ing_array = np . z e ro s ( ( current_v_i , current_v_i ) )

81 for i in range (1 , current_v_i ) :
for j in range ( i , current_v_i ) :

83 co lor ing_array [ i , j ] = k

85 s e l f . v_k = current_v_i
s e l f . co lo r ing_array = co lor ing_array

87 k += 1

89 # Steps f o r o ther k
while k <= len ( s e l f . m_array ) :

91 co lor ing_array = s e l f . next_color ( co lor ing_array , k )
k += 1

93
return co lor ing_array

95

97 """ This method take s a v a l i d c o l o r i n g on k co l o r s and c r ea t e s a v a l i d
c o l o r i n g f o r k+1 co l o r s wh i l e i n c r ea s in g the order o f the co l o r ed

K_n. """
99 def next_color ( s e l f , o ld_color ing_array , k ) :

101 # Ca lcu l a t e current v_i
current_v_i = s e l f . function_v (k )

103
# Create new co l o r i n g array and i n s e r t the prev ious one

105 co lor ing_array = np . z e ro s ( ( current_v_i , current_v_i ) )
co lor ing_array [ : o ld_color ing_array . shape [ 0 ] ,

: o ld_color ing_array . shape [ 1 ] ] = old_color ing_array
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107 s e l f . co lo r ing_array = co lor ing_array

109 # Parameters used in the Algorithm
s e l f . k = k

111 s e l f .m_k = s e l f . m_array [ k−1]
s e l f . t = None

113 s e l f . v = None
s e l f . l = None

115 s e l f . j = None
s e l f . h = None

117 s e l f . v_k_old = s e l f . v_k
s e l f . v_k = current_v_i

119
# Sta r t Algorithm fo r k

121 s e l f . step_0 ( )

123 return s e l f . co lo r ing_array

125
""" Step 0 i s the s t a r t f o r each new k . I f the graph ob ta ined in s t ep

127 k−1 i s sa tu ra t ed we cont inue wi th Step 1 , e l s e we r e co l o r in Step
5 . """

def step_0 ( s e l f ) :
129

l ogg ing . debug ( "step_0" )
131 s e l f . show_array ( "step_0 : " )

133 # Color the l a s t m_k rows as k
for i in range ( s e l f .m_k) :

135 s e l f . co lo r ing_array [ s e l f . v_k − ( i +1) , −( i +1) : ] = s e l f . k

137 # I f the co l o r i n g from l a s t k i s not sa tu ra t ed go to s t ep 5
i f s e l f . f unc t i on_de f i c i en cy ( s e l f . k−1) > 0 :

139 s e l f . step_5 ( )

141 # I f i t i s s a tu ra t ed cont inue wi th s t ep 1 , s e t t = 1 and v =
v_{k−1}

else :
143 s e l f . v = s e l f . v_k_old

s e l f . t = 1
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145 s e l f . step_1 ( )

147
""" Step 1 f i l l s row t wi th miss ing c o l o r s k so t ha t we can s t ep

149 to row t+1 in Step 2 or go to the f i n a l Step 7 . """
def step_1 ( s e l f ) :

151
l ogg ing . debug ( "step_1" )

153 s e l f . show_array ( "step_1 : " )

155 # F i l l row t u n t i l m_k k are in i t
i = 1

157 while len ( [ k for k in s e l f . co lo r ing_array [ s e l f . t , s e l f . t : ] i f k ==
s e l f . k ] ) < s e l f .m_k:
s e l f . co lo r ing_array [ s e l f . t , − i ] = s e l f . k

159 i += 1

161 # Set l = t+1 ( s ince t rows are co l o r ed )
s e l f . l = s e l f . t + 1

163
# I f l = v_k − m_k goto s t ep 7

165 i f s e l f . l >= s e l f . v_k − s e l f .m_k:
s e l f . step_7 ( )

167
# Else s e t t=l and go to s t ep 2

169 else :
s e l f . t = s e l f . l

171 s e l f . step_2 ( )

173
""" Step 2 chooses the column index j o f the l e f tmo s t k in the

175 r i gh tmos t s t r i n g o f k ’ s in row t−1. Then i t dec i de s i f we are in a new
row to go to Step 3 , or in a o ld row to f i n i s h i t in Step 1 . """

177 def step_2 ( s e l f ) :

179 l ogg ing . debug ( "step_2" )
s e l f . show_array ( "step_2 : " )

181
# Ca lcu l a t e the column index o f the l e f tmo s t k in the r i gh tmos t

k−s t r i n g
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183 # in row t−1, s e t t h a t index as j
row = s e l f . co lo r ing_array [ s e l f . t−1, s e l f . t −1: ]

185 in_k = False
i = 1

187 while row[− i ] == s e l f . k or in_k == False :
i f row[− i ] == s e l f . k :

189 in_k = True
i += 1

191 s e l f . j = s e l f . v_k − i + 1

193 # I f j < t+1 or [ t , j −1] i s a l r eady co l o r ed go to s t ep 1
i f s e l f . j < s e l f . t+1 or s e l f . co lo r ing_array [ s e l f . t , s e l f . j −1] != 0 :

195 s e l f . step_1 ( )

197 # e l s e go to s t ep 3
else :

199 s e l f . step_3 ( )

201
""" Step 3 f i l l s row l s t a r r t i n g from column j−1 from r i g h t to l e f t

203 u n t i l a t l e a s t one o f four cond i t i on s i s met . Then i t goes to Step 4
where the met cond i t i on s dec ide how to cont inue . """

205 def step_3 ( s e l f ) :
l o gg ing . debug ( "step_3" )

207 s e l f . show_array ( "step_3 : " )

209 # These cond i t i on s ge t checked a f t e r every new co l o r p laced u n t i l
a t

# l e a s t one i s True
211 a = False

b = False
213 c = False

d = False
215

# Fi r s t checks b e f o r e s t a r t i n g to i n s e r t
217 i f s e l f . co lo r ing_array [ s e l f . l , s e l f . v ] == s e l f . k :

number_zeros = 0
219 for cand in s e l f . co lo r ing_array [ 1 : s e l f . v+1, s e l f . v ] :

i f cand == 0 :
221 number_zeros += 1
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i f number_zeros == np .sum( s e l f . m_array [ : s e l f . k−1]) :
223 a = True

i f len ( [ i for i in s e l f . co lo r ing_array [ s e l f . l , s e l f . l : ] i f i ==
s e l f . k ] ) == s e l f .m_k:

225 b = True
i f s e l f . co lo r ing_array [ s e l f . l , s e l f . j − 1 ] == −1:

227 c = True
s e l f . h = s e l f . j

229 i f s e l f . j == s e l f . l or s e l f . co lo r ing_array [ s e l f . l , s e l f . j − 1 ] !=
0 :
d = True

231
# Stop i f one cond i t i on i s True

233 sub = 0
while not ( a or b or c or d) :

235
sub += 1

237 s e l f . co lo r ing_array [ s e l f . l , s e l f . j − sub ] = s e l f . k

239 # Set True i f k in column v in row l and number o f zero
squares in

#column v i s m_1+...+m_{k−1}
241 i f s e l f . co lo r ing_array [ s e l f . l , s e l f . v ] == s e l f . k :

number_zeros = 0
243 for cand in s e l f . co lo r ing_array [ 1 : s e l f . v+1, s e l f . v ] :

i f cand == 0 :
245 number_zeros += 1

i f number_zeros == np .sum( s e l f . m_array [ : s e l f . k−1]) :
247 a = True

249 # Set True i f k i s in the row m_k times
i f len ( [ i for i in s e l f . co lo r ing_array [ s e l f . l , s e l f . l : ] i f i

== s e l f . k ] ) == s e l f .m_k:
251 b = True

253 # Set True i f the l e f t ne ighbor o f the l a s t k i s −1 ( which
r ep r e s en t s x )

# and the re are enough columns to the r i g h t
255 i f s e l f . co lo r ing_array [ s e l f . l , s e l f . j − sub − 1 ] == −1:

s e l f . h = s e l f . j − sub
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257 i f s e l f . h < s e l f . v_k − s e l f .m_k: # CORRECTION: THIS NEEDS
TO BE CHECKED HERE, ELSE OPEN CASES
c = True

259
# Set True i f the k go t f i l l e d in the most r i g h t empty square

o f the shape
261 i f s e l f . j − sub == s e l f . l or s e l f . co lo r ing_array [ s e l f . l ,

s e l f . j−sub−1] != 0 :
d = True

263
# Go to s t ep 4 wi th cond i t i on s a , b , c , d

265 s e l f . step_4 (a , b , c , d )

267
""" Step 4 dec i de s based on the cond i t i on s g iven by Step 3 how to

269 cont inue . """
def step_4 ( s e l f , a , b , c , d ) :

271 l ogg ing . debug ( "step_4" )
print ( "\n" , a , b , c , d )

273 s e l f . show_array ( "step_4 : " )

275 # I f on ly b occured go to s t ep 2 wi th t = l+1
i f b and not ( a or c or d) :

277 s e l f . t = s e l f . l+1
s e l f . l = s e l f . t # CORRECTION: THIS WAS NOT IN THE PAPER BUT

IS NEEDED
279 s e l f . step_2 ( )

281 # I f a occured r ep l a c e a l l 0 in column v by −1
# go to s t ep 1 wi th e i t h e r t = l+1 i f b was met or t = l i f not

283 e l i f a :
for i in range (1 , s e l f . v+1) :

285 i f s e l f . co lo r ing_array [ i , s e l f . v ] == 0 :
s e l f . co lo r ing_array [ i , s e l f . v ] = −1

287 i f b :
s e l f . t = s e l f . l+1

289 s e l f . step_1 ( )
i f not b :

291 s e l f . t = s e l f . l
s e l f . step_1 ( )
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293 return

295 # I f c occured in column h < v_k − m_k rep l a c e a l l 0 in column h
by −1

# go to s t ep 1 wi th e i t h e r t = l+1 i f b was met or t = l i f not
297 e l i f c :

for i in range (1 , s e l f . h+1) :
299 i f s e l f . co lo r ing_array [ i , s e l f . h ] == 0 :

s e l f . co lo r ing_array [ i , s e l f . h ] = −1
301 i f b :

s e l f . t = s e l f . l+1
303 s e l f . step_1 ( )

i f not b :
305 s e l f . t = s e l f . l

s e l f . step_1 ( )
307 return

309 # I f d occured go to s t ep 1 wi th e i t h e r t = l+1 i f b was met or t
= l i f not

e l i f d :
311 i f b :

s e l f . t = s e l f . l+1
313 s e l f . step_1 ( )

i f not b :
315 s e l f . t = s e l f . l

s e l f . step_1 ( )
317 return

319 # I f none o f the cases f i t s re turn error ( t h i s shou ld not happen )
else :

321 raise ValueError ( "None␣ o f ␣ the ␣ ca s e s ␣ in ␣ s tep ␣4␣ true , ␣ something␣
went␣wrong . " )

323
""""Step 5 i s a c t i v a t e d i f the graph r e c i e v ed in s t ep k−1 i s not

325 sa tu ra t ed . Together wi th s t ep 6 i t performs some changes on the
c o l o r i n g . We rep l a c e co l o r k−1 by s u i t a b l e sma l l e r c o l o r s and remember

327 the rows where i t happened . """
def step_5 ( s e l f ) :

329
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l o gg ing . debug ( "step_5" )
331 s e l f . show_array ( " step ␣ 5 : " )

333 # Each row can only be used once thus we keep the i n d i c e s here
unused_rows = l i s t ( range (1 , s e l f . v_k_old ) )

335
# We c o l l e c t the changes we do

337 changed_f ie lds = [ ]

339 # I t e r a t e through the l a s t m_{k−1} columns
for i in range ( s e l f . v_k_old − s e l f . m_array [ s e l f . k−2] ,

s e l f . v_k_old ) :
341 column = s e l f . co lo r ing_array [ : i +1, i ]

343 # Check each co l o r c l a s s
for c o l o r in range (1 , s e l f . k−1) :

345
# I f we cou ld have more edges o f t ha t co l o r in t ha t column

347 while l i s t ( column ) . count ( c o l o r ) < s e l f . m_array [ c o l o r − 1 ] :

349 # Replace co l o r k−1 by s u i t a b l e sma l l e r co l o r
for r_index in unused_rows :

351 i f r_index <= i :
i f column [ r_index ] == s e l f . k−1:

353 column [ r_index ] = co l o r
unused_rows . remove ( r_index )

355
# Remember the rep lacements f o r s t ep 6

357 changed_f ie lds . append ( ( r_index , i , c o l o r ) )
break

359
# Go to s t ep 6 wh i l e remembering the changes

361 s e l f . step_6 ( changed_f ie lds )

363
""" In Step 6 we co l o r column v_{k−1} by f i l l i n g k−1 in the rows where

365 i t was rep l aced in Step 5 . The r e s t i s f i l l e d wi th c o l o r s 1 , . . . , k−2
u n t i l the c l a s s e s are sa tu ra t ed . The r e s t i s f i l l e d wi th k . Then

367 v_{k−1}+1 i s s e t to be v and we cont inue normal ly wi th Step 1 . """
def step_6 ( s e l f , changed_f ie lds ) :
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369
l ogg ing . debug ( "step_6" )

371 s e l f . show_array ( " step ␣ 6 : " )

373 # Name the column fo r convenience
column = s e l f . co lo r ing_array [ : s e l f . v_k_old + 1 , s e l f . v_k_old ]

375
# F i l l wi th k−1 in the rows where i t was rep l aced in s t ep 5

377 for i in changed_f ie lds :
column [ i [ 0 ] ] = s e l f . k−1

379 column[− s e l f . m_array [ s e l f . k−2 ] : ] = s e l f . k−1

381 # I t e r a t e through the co lor s , f i l l column un t i l c o l o r i s s a tu ra t ed
# Then go to next co l o r

383 c o l o r = 1
placed = len ( [ i for i in column i f column [ i ] == co l o r ] )

385 i = 1
while i < len ( column ) :

387 i f column [ i ] == 0 :
i f placed < s e l f . m_array [ c o l o r − 1 ] or c o l o r == s e l f . k :

389 column [ i ] = co l o r
p laced += 1

391 i += 1
else :

393 c o l o r += 1
placed = len ( [ i for i in column i f column [ i ] ==

co l o r ] )
395 else :

i += 1
397

# Set v = v_{k−1}+1, t=1 and s t a r t s t ep 1
399 s e l f . v = s e l f . v_k_old + 1

s e l f . t = 1
401 s e l f . step_1 ( )

403
""" Step 7 i s the l a s t s t ep f o r each k . The ye t unco lored edges are

405 co l o red wi th c o l o r s up to k−1 t ha t are not sa tu ra t ed . """
def step_7 ( s e l f ) :

407
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l o gg ing . debug ( "step_7" )
409 s e l f . show_array ( " step ␣ 7 : " )

411 # F i l l the remaining −1 and 0 in the array wi th c o l o r s are not
sa tu ra t ed

# l e f t
413 for c_index in range (1 , s e l f . v_k) :

for r_index in range (1 , c_index + 1) :
415 i f ( s e l f . co lo r ing_array [ r_index , c_index ] == 0 or

s e l f . co lo r ing_array [ r_index , c_index ] == −1) :
417

for i in range (1 , s e l f . k ) :
419 i f ( l i s t ( s e l f . co lo r ing_array [ 1 : c_index +1,

c_index ] ) . count ( i )
< s e l f . m_array [ i −1]) :

421
s e l f . co lo r ing_array [ r_index , c_index ] = i

423
# I f the l a s t k i s reached p r i n t the f i n i s h e d r e s u l t

425 i f s e l f . k == len ( s e l f . m_array ) :
s e l f . show_array ( " f i n i s h e d : " )

427

429 """This metod p r i n t s the r e l e v an t par t o f the i n c i d i en c e matrix . I t i s
the upper r i g h t par t s t a r t i n g above the main d iagona l . """

431 def show_array ( s e l f , t ex t = "" ) :

433 i f t ex t != "" :
print ( "\n" , "\n" , t ex t )

435 else :
print ( )

437
s e l f . co lo r ing_array = s e l f . co lo r ing_array . astype ( int )

439
# −1 are rep l a ced by x to f i t the d e s c r i p t i o n in paper

441 space = len ( str (np .max( s e l f . co lo r ing_array ) ) ) + 1
for i in range (1 , s e l f . v_k) :

443 print ( "\n" , end ="" )
for j in range (1 , s e l f . v_k) :

445 i f s e l f . co lo r ing_array [ i , j ] == 0 :
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print ( " {0 :{1}} " . format ( "" , space ) , end ="" )
447 e l i f s e l f . co lo r ing_array [ i , j ] == −1:

print ( "{0:>{1}}" . format ( "x" , space ) , end ="" )
449 else :

print ( " {0 :{1}} " . format ( s e l f . co lo r ing_array [ i , j ] ,
space ) , end = "" )

451

453 # Create a o b j e c t from the co l o r i n g c l a s s wi th m_array and s t a r t the
c o l o r i n g a l gor i thm

new = co l o r i n g (m_array )
455 new . c r ea t e_co l o r ing ( )
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